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o _ ABSTRACT 

-, 

There have been many developments in the area of data compression 
, , 

, 

during the past decade, wtth particulo[ emphosis on video data because of the rapid 

'" 
increase in ~he amount o~ image transmission requirements. 

"'. 

Different schemes of redundancy reduction techniques 'are considered, 

especia /ly the run-Iength encoding and di fferentia 1 pu Ise-code- modU lotion (DPCM). 

They are found to be more sensitive to channel errors thon the conventionat peM. 
1 

However, for channels with a low probability of bit error 1 bandwidth compression 

is achieved while the~noise performance of these systems con be mode os good as that 
'. . 
of PCM: The transform method of image coding has the attractive feature that it is 

relatively immune to channel errors because of its inherent av~ra9in9 property. 

Reduction of the nurnber of quantization levels with a decreose in ~ , 

the bit-rate wHI introduce false contOurs. An interpolation scheme has been suggested 

to combat this effect. the error analysis on the system shows that the method is ' 

, acceptable in the mean square error sense for particular algorithms. Suggestions '\ 
. , 

for future work are included. 

. , 

... 

~. 

'" - :~ .' .. 

Q , 

, " 



. , 

• 

\ 
\ 

Il 

• d 

ii 

ACKNo.WlEDGEMENTS 

The author would like ~ express his indebtedness tp Dr. M. Fukada, 

. " under ~ose s~pervision this project was undertakeJ . 

-'. 'The author also wish~s.to thank th National Research Council 

for its financiQI assistance'. 

1 

. Thânks arE! also due to Miss ~, Cunningl1am and Mils L~ Lee for 

the ~/areful typir:'9. 

;/, 

• 

, 
o 

, t 

1\ 

" 

, ' 

. , 

• 

:\4~./~ • ~ 
.' - '-'" ~ ~ 

/ 



1 

" 

., . 

/ 

/ 

.. 

i i i 

TABLE OF CONTENTS 
1 • 

Page 

ABST~ACT 

ACKNOWlEDGEMENTS ' 

TABLE OF CONTENTS 

... 
Il 

iii 

CHAPTER 

CHAPTER 

CHAPTER 

'J 

1 

. 1 '. 1 
1.2 
1.3 

Il 

2. 1 
2.2 

2.~ 
2.4 
2.5 
2.6 

III 

3.1 
3.2 

3.3 

3.4 

CHAPTER ~IV 
- '\ 

4.1 
4.2 
4.3 
4.4 

CHAPTER i V 
1 

REFERENCES " " 

INTRODUCTION 

Introduction to Data Compression Systems 1 
Compression Ratios 6 
C!assification of Data Compression Systems 10 

25 

1\ odeJ for the Ralldom }-'ideo Process 28 
Pro rties of the ':'fuman Visual System as 

Image Evaluator 32 
Image igitization and Coding 38 
Redun ncy Reduction 43 
Contou Coding 73 
Transfor Pictu Coding 75 

ANNEL NOISE ON SOME 
MPRESSION SYSTEMS 87. 

nnel Noise on PCM Systems 
ORne 1 No ise on Run-Iength 

Enco ZOP Systems 
DPCM Sys m: Channel Noise and Bit 

,~- Corn pre . on 
Fourier Trans~ m Coding: Effect of Errors 

and Bit Co ression 

IMAGE RECONSTRUCTION BY 
INTERPOLATION 

Contouring Effect 
Reduction of Contouring Effect 
Analysis of the Interpolation Process 
Sensitivity Weighted Error 

CONCLUSION , 

87 

92 

. 101 

116 

128 

128 
129 
131 
140 

143 

145 

\ 



~-------;--r 

, 

1 CHAPTER 1 

" 
, INTRODyCTION 

" '1.1 r Introduction ,to Data Compression Systems , 

Communic~tion of information consists basically of three operations: 
, , 

the preprocessing of the signal, the tran~mlssion over the channel, and the reconstruction 

of the signal at the destination. The past several years have seen notable adval}ces in 

tthe processing of signais before transmission, especially wi,th the evolution qf the 
j' 

-' c 

digital comp~ter and the reduction in price of integrated circuits. The processing 
, . 

might include, for exal"Qple, an)' combination of modulation" dota reduction, and 

r 

insertion of redundancy tô combat the channel noise. 

Modem communication techniques have made possible the tra,:,s'mission 

of .onalog signais in digital form. Transmission in tfigital form is attractive for several 

reasons: 

(1) A ~ving in transmission pôwer over conventional onalog FM for 

high accuracy systems; " 

(2) the -ability to regenerate the digital signol accurately; , 
p 

(3) the ease of handling ON-OFF or YES-NO signais; 

',. 
(4) the ease of multiplexing digital signais; 

(5) t,he possibi lit y of being applied to sorne future transmission media 

such as laser pipes. 
,1 



.... 
2 -

, 

1 • 1 

Pulse-çode-modulation (~CM) is one woy '10 ochrevé digitc.1 

transmission of voi~e, video ond telemetry 'dota. Recentry, there is Q tremendous 

increase in the amount of video data to be transmitted. This incrE:ase resultt From " 

the recent interest in di~itaJ picture transmission in the following areas:,. 

"-
(1 ) Deep spa ce probes witb -bandwidth restriction~ d~e fo. power 

0< 

limitations, hence teqviring digital processihgi ' 
J , 

(2) meteorological satellites requiring aufomatic dota PrQcessi~s 

before and of ter transmission; /, 

. 
(3) cORlfl\unication satellites for commercial television and picture-

phones; 

(~) tke convE'nience of teleconferencingi 

(5) military applications where 'security méo$ures may require the 
, 

encryption of the information; • 

(6) applications in which digital memories become pr~ctical for 

spoce use. 

-J 

Normally,a large amount of data ~re required for reosonably 

/ ' 

Qcwrote digital.representation of the video signal, resulting in exceptionaUy high 

bit-rate or bandwidth. Il becomes apparent that ~ew meohs of dafa proc~ing must 

be found ta increase the information transmission capabilities of comroonicatibn 
. ' 

foc Hi ties. 
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3 

. To Qchieve a high communication eff.iciency, it is necessary to 

maintain the channel capàci,ty close to the information rate of the signal at at! times 

(1 J. This hos led to the définition of the chan-nef utilizotion index which is the 

ratio of the information rate of a source through a channel to the channer capacity. 

Many terminologies have arisen: data compr~ssion, data compaction, bandwidth 
" " 

compression, redundoncy removol, redundoncy reduction, adoptive telemetryand 
, ~ 

adoptive sampling. The Following is on attempt to ctorify the meoning of these 

terms. 

Dota compoction has a brood .meaning and ~mbodies both signal 

êonditioning processes (analyzers, frequency discriminators, etc.) and data 

compression. Dota compression is the ~rocess of matching the channel capacity of 

the system to the time-varying information rate of the signol. The desired end 

result is bandwidth cbmpression. Adoptive sampfing and redundancy reduction 

are su~sets of data compression, where redundancy is'defined as that fraction of a 

message or dotum which is unnecessory in the sense thot if it were omitted the 

message '~uld still be essentio/ly complete, or could be cÇ>mpleted. ,Redundancy 

remo~al implies the complete removal of 011 redundonc;y 1 an objective which c.annot 

be achieved. Adoptive telemetry is the mechanization of adaptive process, 

adoptive sa mp li ng or r:edundanc y reduction. 

r 
" 

The sampling theorem states that a bandlimited time funetion must 

. be sampled at lecÎst at twice the highest frequency contained in thot signal in order 

. to extr~ct all"the ipformation contoined in the wavet'orm. Most PCMsystems are bui{t 



4 

ac'cording te this rule. However, in the case of TV data and most telemetry data, 

there are some periods of low activity, and red~ndoncy occurs during these periods 

. i 
when the signal is, grossly oversampled. As an example, consider the fact that 0 _ r 

3 kc v~ice signal is normally converted"to a 64 kc peM bit stream (8 bit somples or 

an 8 kc rate) for digital transmission. This has aroused the interest of numerous 

people who hav~ developed schemes t~chiev"e more efficient communication. 

Such systems ore called dcHa compression systems. 

As has been defined before, dàta compression consists of processing 

the data prior to transmission 50 that the received waveform con be reconsfructed 

with a minimum number of samples to any desired accuracy. A buffer is usual/y. 

required for temporary storage of the com~ssed data, sb- that the transmission con 

be synchronized and be transmitted at a rate lower thon the Nyquist rate. A 

simplified block diagram of a dato compression system is shown in Fig. 1.1, [ 2 ] • 

The cost of dota transmission grows with the bit rate of the channel, 

t~e distance between stations and the complexity of th~ system. ;}.lnQOrporating dato 

compression will reduce the bit rate but increase the corplexifY of the system. Hence, 

the communicati~n engineers are confronted with the tra~off problem in their design 

" of data compression systems. If the cost for installing data compression is acceptable, , 
<> 

data compression can be used in many applications ,to reduce the cost of dota tran.s.mi$Sion, - . 

storage and processing and at the sorne time improve the data quolity. Much work hos 

been done and ma9nifice~t rf!sults were claimed. In fact, the true ochievements a're /, 

less than-,what is claimed, but they still are substantial. Whether any of these results 
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pre practical is an economic question which has to pe re<!!'evaluafed continually in 
- ~ 

the light of the technological evolution. 

To evaluate compression algorithms J sorne figur~_()f merit must be 

used to serve as a basis of compari s::m • AIl things being equal J a ngoadn system 

should exhibit a high comPression ratio. However, the compression ratio itself 

(1 

is quite meaningless unless it is relative to a well-defined basic system. 
J , 

The type of compression fechn ique used depends on (1) the userls 

~ requirements; (2) the' channel noise, (3) \'modulation technique} (4) implementation 

restrictions, , (5)' the abject matedal. ~wo ~spects of detà compressian are often 

neglected. The first one is the interface between the data compressor and the 

remaining system [3]. The second one is the effect of channel noise' on thé 

system performance. Errors in co,!,pressed data are less to lerable. than errors in 
" 

e <,' rjJ 

uncompressetl data because ail the samples sent ~ver a compr~ssed system aré 

essential and unprotec'ted by redundoncy. Two obvious solutions ta combat channel .. 
errors are increase of signa" power ~nd adding controlled redundancy. However, 

- , 
", 

both schemes will tend ta reduce specific compression ratio,s. 

1.2. 

1 
~ 

Compression Ratio.! 

Three co;pression ratios will be dêfined, using the fixed ,rate PCM 

system as a reference. 



• 

(1) Sample Compression Ratio 
ii .. 

It Qis defined by 

4 ' 
1 

C)=' tot~1 number of somples generat~ 
S nutnbër of compressed semples transmi tted 

This formula is useful fo detérmine the amount of redundancy 
, ~ 

inherent in the ~ssage for a specific compression Olgorithm. But, if does not 

indicate the efficiency of the overall system wflich depend$ also on the timing 

7 

information, synchronization; the- coding procedure and the error correcting code. 

T~S to the 'definition of a 'bit co~ession ratio. , ~ 

(2) Bit Compression Ratio 

C = number of bits ta be sent in uncompressed data 
,B nuRlbër of bits to he sent in compressed data 

1-

The number of-bits in a compressed system consists of bits reqllired 

" " 
for leftl information, timing information': synchlOnization and also error-correcting 

-
code.s. Hence CB c;?n be exprëssed, os 

, 

where " , 
< • . 

o <, 

, N; = number of bits to represent one sa~ level, 
" ' 

., 
W 0 = .numl)er of bits to represent the trming information, 

(1.2.1) 

t 

/) , 

(1.2.2) 

- . 
(1.2.~) 

" 
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- . 

o 

• 

or 

K
1 

= bits for sync-word in uncompressed system; 

K2 ~: bits for Syn.c~wor compreS$ed systems, 

P bitS" for erro.r~correctin9 code; 
, -" ..... 

. C - ST 
.• B - SNR 

'a 

The sync-words and error-correcting codewords are usually short compared with the 

total number of bits in a line, therefore, 

Sr 

SNR 
C ::... = 

B 1 + W 
N 

.. 

1 t can be seen that CS' the. sample compression ratio, is a~ "upper }x)und for the 

compression. ratio o'l"any>system. , . 

• It- is important to note that in defining the above ratios, the tWo 

systems shotifd exhib-tt the $Ome signal-to-noise power rbtios for a meaningful . --
comparison, since higher bit compression ratios are obtained by relaxing the 

fidelity requirement for the compressed data. 
\{ l, 

~ , As an example, let us consider the bit
O 

compressio'n ratio for the 

, run-Iength encoding scheme. Run-Iength en~ing con~ists ,~.~ tronsmitting the 

lev~.ls ~f ail non-redundant sa~ples tagether with words expressing the number of 
redvndant samples following each non-redundant $Omple. A run is deflned as a 

CI 1 -

.' ....... ,', " 
,~1 '~"'_' .. ~ _ ":,'-

(1: 2.4) 

(' 



-\ 

1 

9 

sequence of consecutive redundant samples and the run length is the number of 

redundant sa~ples ina given run. Assume that T is the ~ximum run length, then 
u ~ 

the number of bits required to represent thé timing information is 

W = 1092 T .. ''V' (1.2.6) 

Hence, 
Cs 

Ca = ",,--Tlo-g-2
-=T::--" 9 . (1.2.7) 

-1 + N 

Because it is easy to implem~nt, run-Iength encoding is used very often, especially 
- 1 t'" 

in digital TV signal Elllfoding. 

3. Energy Compression Ratio 

Since btt errors are inevitable in ,transmi~ion over noisy channels, it 

is sometimes necessory to increase the transmitter power to remedy the situation. But, 

..... '-./- ' , 

the bit compression ratio does not take into occount this extra energy spent. This 

leads to a nt)w ~sis of comparison, defjned by the system energy co,rnpression ratio, 

the ratio of the avelUge energy required to send a sample in an uncompressed 

comlYlJnicotion system to that requiréd rn a compressed system for the some data 
./ .... 

J. 

qua lit Y ~4], (5)" This ratio is a function of the probability of bit error in the 

compressed system. The fidelity crit~rion for data qua lit y con be chosen as the average 

of ony cost fumtion suited to the particular application. Usually the mean 
J4 

square error or probobility of bit errar is chosen. 

• 
\ 

" -, , t" 

, .;. 



• 

where 

The energy compression ratio may be expressed as 

E = energy per bit for the uncompressed.system; 
u 

E = energy pef bit for the compressed system, 
c 

both systems having.the some data quality. If tums out'that this ratio is very 
I,,;J' 

1.3 Classification of Dota Compression Systems [6] - [13"] 

There are bosically two types of data compression: Entropy 

10 

Reducing (ER) and Information, Preset'Ving (IP) transformations. These two main 

transformations are described briefly in the following an.d more detaUed description 

of 50 .... specifie applications to picture coding will be given in Chapter Il. A 

schematic claSSificat~~~of data compression models by category of their effects on 

the signal is given in Fig. 1.3.1. * 

(1) 
'\ 

Entropr Reducing Transformations 
1 

" Entropy is defined as the average value of the selF-information 

and is gi VA'n by 

. "' 

k 

,~ =-I P(x) 1092 P(x) 

x 

1 

(1.2.9) 

(1.3.1) 

(1.3.2) 
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An entropy-reducing (ER) data compression operation is an· 

irreversible operation on the data source which results in an "acceptable" re-

duction in data quality. Generally, a special ER device must be designed for each 

application and no interchange is possible. An ER compressor usually operates 

directly on the data soprce, before sampling and quantization. <;' Typical examples 

of ER device~ are fi Iters and frequency discriminators. 

It is relevant at this point to show that ER transformations .:. 

always reduce the entropy of the source. Assume that -the data source at the inp'-'t 

of the ER device has a basic limitation in measurement precision due ta source 

noise and measurement hardware design, then the input ta the ER compressor may 

be expressed as a discrete source of K levels. If {X.) is the input and (Y. ) the 
1 1 

output of the device, then 

Since Y. 
1 

H ( X, Y) = H (X) + H (Y 1 X ) =- H (Y) + H ( X ,t; ) 

f ( X. ), we have 
1 

H(Ylx)=o 

Also, ER transformation is irreversible, thus 

H(xlv) > 0 

Hence, 
.... 

H(Y)=H(X}-H(Xlv)< H(X) 

• 

(1.3.3) 

(1.3.4) 

(1.3.5) 

(1.3.6) . 

>, .­. ........... 
~ j ~ < ~ ~ .~:: ~ 
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which proves that ER compression resu Its in a reduction in entropy. However, the 

probability distributions are appreciably affected in some cases. 

ft is weil know that if the events are equally probable, i.e., 

1 
P ( Xi ) = K (1. 3. 7) 

then 

H = H max = 1092 K ;- L 1092 N 

where 

L, = dimensionality of the signal Spacel 

N = number of quantiiotion levels used for each co-ordinate. 

We, therefore, conclude that the maximum entropy of a sourcl! is proportional to 

the dimensionality of the signal space a~d only logarithmically proportional to the 

number of quantum 1 vels per co-ordinate. A narfOw band low-pass filter reduces the 

dimensionality of the signa pace and hence is an ~~ device. 

. 
" 

The compression ratio defined in terms of entropies is siven by 

1\ -l p ( Xi) 1092 p ( Xi) 

i=l 

~ l' 

l 

This ratio con be regard~d as the ideal compression ratio. The 

, relative redundancy is given by 

• H -H max 
"""'!"::---- = 
·H 

R= 
max 

• 

(1.3.8) 

(1.3.9) 

(1.3.10) 
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or 

14 

l = 1-R 

The implementation of an ER system wi Il be described be low. 
Q 

Non-Adaptive Encoder f~>r Statistica 1 Phenomena: 

Let (P. j represent the probability distribution of an observed 
1 

sequence. The resulting sequence must be transmitted only when the expected 

statisticol lowois violated. Let S bé the number of observations and (À. ) be 
, 1 

the empirical probabi lities of the quantum states. The following equations result: 

-

, 

AH (S) 

K 

I 
;=1 

" K 

l 
i=l 

P. = 1 
1 

À. = 1 
1 

The statistical law is that 

. 
AH(S» 

" 

A H -+ expec tëd law is con fi rmed 
o 

\'1 
âH .. ' 

o 

A block diogram realization of this syste 

i 

(1. 3.11) 

(1.3.12) 

(1.2.13) 

(1.3.14) 
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FIGURE 1.3.2 STATIST/CAl DATA COMPRESSOR. , ~, 

/ 

(2) Info;mation - Preserving (lP) Transformations (Exact Coding) 
1 " ', .. 

An Information - Preserving data compression operation reduces the 

• 
number of semples that need to be transmitted in order to reconstruct the original. wave-

forme Hence, the tro!",sformation is reversible. 
'-. 

tl 

To realize the transformation, the source statistics must be known. 

Consider a sompled, quantized data stream f x } , 

4t 
{x J = (x (t ), Xl (t + At) 1 ••• , x. {t + i At) •.. } o 0 a 1 0 

(1.3.15) 

whe,..re x i~,quantized. Another 'lNoy of expressing this sequence is, 

" , 

(1.3.16) 
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When these samples are fed into an~ IP device, some of fhese do not appear at the 

output. The missing data can later be re-inserted at the receiver according to a 

reconstruction algorithm. 80th the timing information and the amplitude information 

must be sent in an IP data compressor. 

Fig. 1.3.3 is a block diagram representation of operations on 

message source at transmitter and receiver. 

Message 
Source 

M 

Receptor 

Controlled Entropy 1 IP 1 

Redund(lncy Insertior Reduction .. Transformation 
Transformation Channe 1 Coding 

-
Entropy Inverse Channel 

\ 
Transformation Transformation - Decoder' 

~. 

FIGU~E 1.3.3 OPERATIONS ON MESSAGE SOURCE AT TRANSMITTER 
AND RECEIVER. 

ln may cases, predictive mapping which is an IP transformation to 

reduce redundancy is cascaded with another IP transformation called run-Iength 

. coding to achieve compression [14]. The outP'lt of the run-Iength coder is a 

compre~d vërsion of the input message. This technique can be easily implemented 

and is of practical interest 1 most often applied to TV data. A detailed description 

. , 

r 

1 

~ 
1 

1 
h 

1 
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is given in Chapter Il . 
.. 

It is important to note that IP compressors con be cascaded 

without loss of information. Since compressors require memory titis po$sible~fo 

, save memory b~g simple compression techniques and then cascading the simple 

operations with more complex ones which require less memory. An-example of this 
o 

technique is shown in Fig. 1.3.4, where a simple cascaded predictor removes ~ 

somple-to somple correlations by previous value prediction and then uses previous 

line prediction on the remainder for Ty,. 

x. 
1 Mod-2 

Adder 
l' 

- - -

-, 
K-Bit ~ 
Delay 

FIGURE 1.3.4. 

Mod-2 Run-Length 
Aèder Coder . 

, 

, 

, 
\ (lK)-Bit " ~ 

Delay - . 
'" 

CASCADED PREVIOUS SEQUENCE AND PREVIOUS 

UNE COMPRESSOR FOR :t'V. 

0 

Typical examples of If transformations o~e polynomial predictors, interpOlators, 

differential PCM, transform coding t run-Iength encoders and bit-plane encoders [15 J. 

ln many lite rature , information - pre$erving transformation is referenced 
• 0 

0-

as redundancy removing data compression. This leods to the following view point. For 

M quantization lèvels, the redundancy is , , 



\ 

L 

R = 1-

Thus, before compression 
-Î 

R = 1 -
X 

and after compression, 

\ 

" 

H 

\ But, Ry s: RX since it is a redundancy reduction proeedure ~ 

Therefore, 

18 

.. 

This increpse in entropy is due to the reducti,on of dependence between successive 
\ 

samples when prediction is successful. The ideal compress~on ratio is again given by 

1 ' 

1 - R 
X 

Fig. 1.~~5 is a blôck diagram of redundancy type data compres.or, and the operation 

is as fol/aws: The r~ference memory stor~s ail data which will serve to perform the 

compression; they are previcsus sampfes, tolerance limits, sfope Hmits, selection of 

J 

a particular al90rithm, etc. The comparator defermines whether each new sample is 
, . 

" 

(1.3.17) 

(1.3.18) 

'. 

(l.~. 19) 

(1.3.21) , 

redundant or non- redundant, and the referenc~ memory is updated accord..ingly. The 
" 

-
, , ' 
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FIGURE 1.3.5 SIMPLIFIED SLOCK DIAGRAM OF REDUNDANCY" , 

REDUCTION TYPE COMPRESSOR. 

• l 

non-redundant samples are sent to the buffer memory which permits synchronous 

transmission. Buf~er design is always a diffic~lt taskllnd overflow is the most 

,... serious problem because rion-redundant samples will be lost, [16] 1 (17].0 The 

Cl '0 ' ) 

IItimi"g and control" provides the necessary signais to control the sequence of 

operations which the data compression system must pe~form. A more elaborate 
.. 1" • ~ 

block diagramof'a teremetry data compressor is shown in Figure 1.3.6. 

• 
( • 
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" . . ~ 

An example of adaptive coding will be considered next. For TV signais, the 
o 

'~,. J < 

probgbility of obtaining~long consecutive runs of the some sequence is high. The 
, , ' , 

output of the mod - 2 adder will contairll long strings of zeros. Fig. 1.3.7 

0;) 

represent~ a predictiv~ tran~formation wh ich in(u"des a dec ision device wh ich gives 

~ a "one". if the predic,tion- is correct and a IIzero\ otherwise. This Îs the Shannon-

Fano ~ompressor 

[x. } 
" 1 

nput Dota'!>' 

u 

.. 

t 

" ' 

" 
Mod-2 , 

Adder 
\ 

Y1 

~2 "' -. . 
Yn 

• prediction 
function store 

. 
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, 

. '. 
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o 

, 

, 

" 

JO -

... ,. 
Comp ressed 

ge Messa 

"One'· and "Zero" 
Control 

\ :\ r FIGURE 1.3.7. 
"Y 
J 

SHANNON-FANO COMPRESSOR. 

By combining the non"'odoptivé encoder d,!cribed before in Fig. 1 .3.2 
v t ..' 

;ith this Shannon - Fano fompressor, the optimum adoptive campresso,r is obtained. 

If is represented in Fig. 1.3.S: A control line hos been added to adiust the $Ourè • 
~ 

,/ 

1 ' 

" 
'" 
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entropy in acco~dance with the channel status, hence' avoiding excessive degradafion 

of the data during channel overload. 

For a prediction pro cess in which we wish to predict the K th 

sample SK 1 ~ving observed the m preceding samples, the best nonlinear estimate 

where 

m 
= '\ 

L 
i=l 

denotele i th quantum level [18 J. 

...... 
For the system described above, it con be shown [25 ] that the 

~ & 

upper bound of the bit compression ratio is 

(1.3.22) 

(1.3.23) 

(1.3.24) 

where p is the probobility of making an accurate prediction. 

ln, ,his chapter, the basic philosophy of data compression systems has 

been discussed. Their importance, the economic factors which govem their design and 

the criteria for comparing theïr performance have been presented •. An attempt has been 

made to c lassify them into categories. In the next chapter, the description of some of 

theïr applications ta video signal compression will be give". Chapter III will discuss 

) 



• 

) 

• 
, 

,0 

in detail their performance under noisy channel condition. 
~ 

,technique in 

picture compression by interpolation will be described Chapter IV. 

/ 
" , 

fi , '~ 
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CHAPTER Il 

PICTURE CODING 

Nowadays most video information is transmitted over digital channels. 

Basically the rnethod consists of line scanning the two-dimensional picture transforming 

Ji into l - dimensional dato which is sampled uniformly and quantized to one of the 

2
k 

levels and Îs transmitted using the k b!ts (19]. The function of on image 

transmission system is to convey to the observer a Itbestlt reproduction of the original 

picture. But, wha,t gives the "best" representation vâ'\Les according to the application. 

A 6 - 8 bits per sample peM is used mostly os 0 standord for comparison. It has, 

been shown thet most pictorial data indicated an entropy of two to th;ee bits per 

sample [20 J ~ [22]. Hence, a reduction in the number of bits representing 

a picture ~s possible by using some coding schemes. The reason that this reduction is 

possible is twofold. Firstly, there is stotistical redundancy in images. High 

correlation exists between spat.ially close samples. The lower-bound redundancy is 

approximately given by 

r R~-~ 1092 ( l-A ) bits/semple 

where A is the correlation between neighbouring pels. Secondly, there is 

psychovisual redundancy in images. By intentionally a/tering the original image 

in such a way soa,~nottocause a loss in ifs subjective quality, a savirl9 is possible. 

Fig. 2. l glvl!s a general block diagram repres~,!'lta!ion of a transmission system. 
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[~urcel ~ +ncoœr 

~ 

FIGURE 2.1. A GENERAL BLOCK DIAGRAM FOR A TRANSMISSION 

SYSTEM. 

• 

ln our case, the input is an image and the sink is a human observer. 

The ~als are encoded to suit the channelçnd th: decoder tranSforms the channel 

output into an image suitabJe for tlie.human ,erver. A more detailed layout of a 
" , 

practical system is given in Fig. 2.2. The filters, the"sampler, the ~uantizer, and 

the J»ychovisual and statistical encoders are designed gc~in9 to the source 

properties: hence called ~urce encoding. The. chann~1 coding inclOdes the operàtion 

of the error-detection and correction cbding and the modem which are designed to 
l r 

suit the channel properttes. Due to the interaction between the blocks, optimization 

of the overall system is almost iQ'lpossible. Hence, "good" systems are usually designed 

. \ 
insteact,of optimal ones 4 based on particular applications and individual judgement. 

" , 

The properties of the soùree, which is the random video pro cess in this casé., will be . ., , 

presented in the following section. 

Il 

, ' 
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2. 1 A Mode 1 for the Random Video Process 

The statistical characteristics of the video signal have been meas'ured 
} 

• 
by many workers and the following results are based mostly on the work by Franks [23] 1 

Kretzmer (21 J, Estournet [ 24 ] [ 25 ] , Seyler and Budrikis [26 ] and Deriugin 

[27 ] . 

, , 

Any picture con be rnCIdelled by a luminance function of three 

variables 1 (x, y, t ) where 'x and y are the spatial co-ordinates and t the time 

co-ordinate. It can be expressed in the form of a discrefe representation 1 (m6x, 

nAy, kT) which 0150 indicates thesampling proced.ure of TV signais. An optical 

sconner moving at constant velocity across the pic,ture transforms a two-dimensional 

process 7nto Q stationary funct'ion of time. Franks [ 23 J proposed a model for the 

luminance process which has t,he following characteristics: 

1011-

.. 
(1) The probal:iility of occurrences of a particular number of level 

changes is not dependent on the position on the time axis) 

(2) For a small intervol, the probability of.a jum'p in level is pro~' 

portional to the length of the interval, while probability of more' 
, , 

thon one jump in a very short interval is zero i 

(3) The amplitudes are statistically independtnt with a rectangular 

probability distribution. 

Hence, it has the charocteristics of the random step' function ( 28 ] 

• 
as shown in Fig. ·2. 1.1 . 

. ' 
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,/ 

v(t) 

v 

FIGURE 2. 1. 1 RANDOM VIDEO SIGNAL 

, Now the probability of n jumps in interval of t + At is 9iven by 

Thus t l' 

P (t+AÙ =[(probabilityof n' jump$ in t) 
n 

: (propabilityof no jump in At)] 

+ [(probabi 1 ity of ( n-1 ) jumps in t) 

• (probability of 1 jump in ~t>l 

P (t + At ) == P (t) P (At) + P 1 .( t ) Pl (At) 
n n '0 n-

From the chaC9cteristics in (2) the probability of a ;ump in "4 t - is ~Â t • 

~ (2.1.2) 
'~ /./ 



( 

o 

• 

• 
P (t+A t ) = P (t) ( l-ÀA t ) + P 1 (t) ÀA t n n n-

or 

P (t+A t ) - P (t) 
n n 

= -À P n ( t ) + ~ P n-1. ( t ) 
At 

Hence, 

d
d
t 

P (t) = - X P (t) + ~ P 1 ( t} as Â t -+ 0 n n n-

Since.P (0) = 0, i.e., n - 1,2, ... jumps in zero time is impossible, 
n 

t 

P (t) = ~ r e -k ( t-T r p ( T) d T for n ~ 1 
n J ' n-1 

o 

and since Po ( 0 ) = 1 - P n ( 0 ) = 1 , 

P (t) = e -At for t ~ 0 
0- _ 

Hence, by induction using (2. 1 .6) and (2. 1.7), 

P (t) = 
n 

-M e ,t2!O 

Equation (2. 1 .8) shows that the {t. J are Poisson distributed .. 
_ t 

30 

If we assume that the random step funetion is Q stationory, wide-

sense Markov sequence, it can be shown that th, correlation Function Is 

j(Ax, /).y, T)=Aexp [-a' Axl-P' Ayl-).T) 

" " . 

. 
A 

o 

. (2. 1 .3) 

(2. 1.14)' 

(2 .. 1.5) 

(2.1.6) 

(2.1.8) 

(2.1.9) 
, 

',' 

". 
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.which has a separable property giving rise to three factors characterizing the , 
, . 

element-to-element, line-to-line and frame-to-frame correlation._ ln (2. 1 .9), . , 

A = yJ (0,0,0) and a, ~, À are constants. Other authors [21 ] expressed 

(2. 1 .9) ÇlS 

by considering only spatial correlation, and has been born out by measurements 

with ~ = 0.0256 and ~ :;= 0.0289. 

The average number of jumps occurred in an intervol of t 

con be derived. From previous discussions, 

Thus, 

P (t):: 
n 

-Àt 
e 

( Àt)n -M 
n - e n! 

n=o 

= À te -Àt 

= Àt 

ex) 

'\ 
L 

m=o 

Hence, À is a rote porometer equol ta the prObabiiity of a iump ot any instance. 
b 

With the above proposed model, Franks and others have reached at 

conclusions which are summarised below: 

, •••• ' r< •• ~t':~ . , ... ~. 

(2.1. 10) 

(2.1.11) 
ft 

I ... ft,,,l 

. ~' ~,~1i;.i: 
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(1) The amplitude distribution is uniformly distributed and upper 

bounded; 

(2) The three-dimensiona 1 TV process has ~ separable outocorrelotion 

function representing the element-to-element, lin~-to-line, and 

frome-to-frame corre lotion in exponentiol formi 
> 

(3) The time of occurrences of jumps are Poisson distributed whi le the 

distribution of level differences betwcen runs is exponential; 

o 

(4) Probability of zero difference betwecn two picture elements is large; 

(5) Successive jumps tend to be equal in 'magnitude if the first jump is 

not too lar~; 

(6) If the first jump is large, the next jump will more likely be small; 
... 

(7) From power spectral density meosurements, it has been shown [23] 

[ 24 ] that large concentrations of power occur at multiples of frame 

rate, line rate and sompling rote for ~M or DPCM coded pictures. 

j1 

The properties of the sink wh ich is in our case the human visual 

system wi Il be presen ted in the next section. . ~ 

2.2 Properties o~ the Human Visual'System,as an Image Evafuator 

.. a 

The results of video transmission sc:hemes are weil known to the 
. 

scientific: and engineering community, "and even to the public through TV and the ... 
availability of pjc:ture phones. However, the development of these schemes usually 

" 
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has nof taken into bccount of the response of the human ob'servers to the pictoria:1 

'\ 

errors. The error criteria used to optimize the parameters of video transmission systems 

" 'have been chosen primarily for their mathematical tractability. The most commenl):' 

used one is mean-square erny. On the other hand, it has been demonstrated exper­

imentally that pictures of equal amounts of mean-square error are substantially different 

in quality. In the following , a brief review o~ the properties of the human visual system 
• 

is given [30 ] - [38 ]. The conclusions here wi Il have a large bearing on the design 
. 
of most pictorial data compression schemes. 

Resolution (I..c ____ 1 • .,1 • , 

o 

(a) Spatial Resolution: The spatial frequency response of the human 

visual system has been studied by De Palma and Lowry [30 ]. They concludecf that 

the modulation transfer function of the visual system has a belJ-shaped structure as 

shown in Fig. 2.2. 1. It has a maximum sensitivity at 20 lines/mm. and falls off at 

both higher and lower frequ~ncies. This is intuitively justified; for sorne obiects 
. 

are too small to see and the eye cann~t distinguish easily a graduai change in 
(,'1 

brightness From one side of a scene to the other. The above is in contrary to the 

previous theories that the sensitivity'>function is a monotonie decreasing response 

1 

/' with frequency. Hence, the ,eye acts more like a differeptiator thon an integrator 

, whkh i, i:lied ~Y the monok>nie decreo,ing ossumptio\[ 39 ] • 

. . '\ 
(b) Temporal Resolution: There is a strong link between temporal and 

spatial resolution which show similor responses. 80th low frequency-and high frequency 

~I 
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\ 

variations are insensitive to the human e"Jye . This fact is being ex"ploited in psycho-t 
'< 

visual coding. 

o 

.(2) Spatial Ac(,ity 
o 

This'is a subjective effect of the sharpness present at the boundaries of 

\ images. The rendition of line structure and boundary regions ~s of principal importance in 

\ 
visuel perceptionn. Jt has been demonstrated that the width of t~e boundary transition 

1 

varies direcfly with subjective acuity, and that the subjective visual unsharpness 

is inversely related to the maximum first derivative of the boundary transition. The 
~ 

Mach phenomenon hos been postulated. The effect is best illustrated in the diagram 

shown in Fig;' 2.2.2, which shows that the-eye tÊmdseto minimize the unsharpness 

psychovisuallY· 

FIGURE 2.2.2 

-J. . • , " 

. ' 
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'. ) 
(3) 1 mage Conlrast 

A lot of experiments have been conducted to test the contrast 

sensitivity of the eye [34 J. ft is found that contrast sensitivity is interrelated 

to resolution and, to a lesser extend, acuity. The observer is exposed to a uniform 

field of brightness B with a sharp-edged region in the centre as shown in Fig. Z. 2. 3. 
o 

FIGURE .. 2.2.3 

B 
o 

.1 

TEST PATTERN FOR CONTRAST SENSITIVITY 

, The just noticeable difference 6 B is measured os a fUnction of 8, with the background 
, c 

brightness B os a parometer. If isJound thot the eye has a dynomic range which is o , 

quite similor to that of electronic imaging systems. It has also been found tftat the 

minimum cçmtrast r~tio necessary fo~ perception is less for large oreas thon for small 

· ones ... 

\ 

/ 
o 

~a .• 
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(4) Noise Visibility 

Since noise has a tremendous effect on the visual response, the 
\ 

important focts known about it ore summarised below. Additive Gaussion noise 

interference is assumed. 

o. The ~isual perception is dependent upon the noise contrast present 

and ah,o upon the spatial frequency response of the visual system 

upon the scene} 

b. Sch~eiber [39 1 concludes that noise is less v~le in a complicoted 

picture; 

c. Ifs presence reduces picture contrast and edge sharpness; 

d. Roberts [40 J states that noise is more visible if it is correlated with 
, .t 

e. 

the picture thon if it is random. Quantization noise results when the 

image is quantized into toc few levels, resulting in false contours. It 

is more annoying t~an random noise of the sorne r. m.s. value; 

The eye is more sensitive to ooise with local structures (ih bursts) '" 

thon scattered n~ ise • 

Although a large amount of work has been clone, th~ woy in which 
. 

the spectrum of the image affects the noise visibility is still unknown. 

','" ; 
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• 

2.3 Image Digitization ohd Coding 

(1) Sompling: 

Consider_ the sampling process shown in Fig. 2.3. l, [41] 

--1 __ f _2_d_-__ ...-.JI----.:)oIJ ..... Sam_~I_e_r ___ I-----:J!loIL-_2_d_-__ :-~~ Output _ Pre fi her 1 1 Post fi Iter 

FIGURE 2.3 .. 1 SN1.PlING PROCESS 

Suppose that each picture is sampled into an l x L square array of 

points, and each sample is quantized into 2
k 

levels. In order ta abtain a received 

image withl'1"esolution comparable ta that of present-day commercial television pictures, 

about 500 x 500 samples per frame are required, and 64 to 128 levels are used. 

Therefore, l = 500 and k = 6 or 7. A smaller L results in poorer resolution or 

\. 
spurious patterns generafly called moiré patterns. Smoll. k will introduce Mise 

contours. One bit per somple con be soved by lagorithmic q~antizotion which matches 

more closely with the response of the humon vision. 

• Peterson and Middreton [42] have shown thot, for a fixed number 

of somples per frame,prefiltering and postfiltering with ideal Iow-pass filters sives 
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minimum differen~e between the input and the output in the mean-square sense. 

Huang and Tretiak [43] indicoted that these sorne filters olso yield reconstructed 

pictures of the best subjective quality in the case of low resolution (l=64). For 

high resolution systems (L=256), high spatial frequency accentuation at the post-

fi Iter will probably improve the output image. 

(2) Quantization 

The output from the sampler consists of somples with a continuous 

brightnes5 range. These samples have, to be digitized before they can be tronsmitted. 
, . 

The quantizer assigns a discrete level to each somple and by doing so introduces the 

50 called'q~antization noise. The quantizer can be uniform or non-uniform, but '-

enough levels must be used to avoid obvious discontinvity. If a discontinuity is visible 

in an area where the subject has no detoif, such as a sky or a fac;e area, a false contour 

is produced. 6 bits are usually required for contour-free PCM transmission. D.N. 

Graham [44] has shown that by placi ng a pre fi Iter and a postfi Iter around the 

quanti zer, quan ti zation noise can be reduced and a contour-free pic ture can be 

reproduced using only 3 bits per sample. The fact that quantization noise is more visible 

thon addi t ive no i se of the sorne r. m. s. va lue has been po in ted ou. by Roberts [ 40] who 

proposed a pseudo-random nojse modulation scheme. It essentially consists of adding . , 

a noise of flot amplitude distribution, with peak-to-peak value equal to one quantum " 

step, to the anolog signol before quontization and an identical npise being subtracted 

at the receiver. Good contour-free pictures are produced with 4 bits per semple. Since 

.. 
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then, a fair amount of work ha$. been devoted to the study of ordered dither [45]-

J 

[47]. The idee of the dither design is to concentrote the error in the high frequency 

parts of the picture to wh ich the eye is less sensitive. It has be~n pointed out [45] 

that dither can do more thon,hiding quontizotion effects behind 0 mask of noise or 

change the pattern of quantization errors to reduce their visua1 annoyancej it is 

capable of restoring s~me of the information wh ich the "coarse. quontizer without dither 

would remove. The effect of dither is best illustrated in Fig. 2.3.2. The dither 

provides rapid switching between the quantizer levels on either side of the time 

input signal, hence if has the effect of breaking up the contours. 

1 

, .. 

1. • • >­. . . .......... ............. -; 
..:--

#1 e. r-: 

(a) Without Dither 

(b) Wi th Di ther 
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n 

ln the following, we shall consider the effect o'f quontization noise 
\ 

on a constant rote, time sompling peM system with .2
k lev~ls in ~he quontizer. 

Assume that the amplitude of the source is un iformly distributed 

between 0 and 1 , and t~a,t eoch somple is quantized into q levels where 

k 
q = 2 . Thus, k is the length of the PCM word. The mean square quantiz~tion 

error is given by 

1 
2q 

2 f e = 
ql 

2 
f (x ) x dx 

1 
-2'q 

.{ 

where f ( x) is the distribution of the samples. 
, 

1 1 
AsSuming uniform 'aistribution, i.e. f (x ) = q for - 2q :Si: x :Si: 2q' we have 

1 
2q 

2 J 2 
E - qx dx q 

1 
./ 

_.~ 

" 
) 

3- 1 

/ = x 1; q "3 
-rq 

/ 

1 = 2 t> .3(2ql 
1 

"'" 

But " 

q = 2k . 

(2.3.1) 

(2.3.2) 

(2.3.3) 
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~ 2 _ 
E -
q 

" 
42 

d 

Note that E 
2 

depenods on k wh ich is the number of bits per word. 
q 

(2.3.4) 

Since data compression is usually applied after the quantizer, this quantity is common 

- for both compressed and uncompressed systems. 

f. . 

(3) Coding and Channel Noise: 

For a noiseless channel, the received picture quality is independent 

of the particular code word. For noisy channels, however, coding has a definite 

effect on the arnount of noise in the picture. /t will be shown in Chapter II/ that 

, 
for k-bit straight binary code, the mean-square error due.to channel noise is 

2 
E 

C 
( 1 -

1 
~) 

where PB is the probability of bit error in the channel. 

ln general, the effect of channel noise is different for different 

transmission and coding systems. This will be studied in some detail in Chapter III. 
\ 

ln the following, we shall present sorne methods which lead to compression in picture 

(2.3.5) 

transmission.- These .include redundancy reduction (run-Iength encoding, differential 

pulse-code modulatipn and psychovisual coding), contour coding and tran~form coding., 

, . 
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2.4 Redundancy Reduction 

As have been pointed out before, high redundancy is found ln 

video data. Long runs of the same brightness levels are present quite often. This 

suggests the use of run-Iength encoding and the zero-orde r prediction. 

2.4.1 Zero-Order Predictor (ZOP) and Run-Length Encoding [7] [48) 

Zero-order prediction is the si mplest case of pQJynomial prediction. 
, 

If we let x t ~esent the predicted value of a sample at time t, it is given by 
é'- " ~ 
~-

D where Xt_1 is the value of the previous sample, the sample occurring at time 

t-1. Practical Iy ,an aperture (toleraf!ce) is set usually equal to a multiple of the J 

quantum step. If the value of the sample at time t e~ceed5 the ZOP by the,toler-

once, this semple is considered non-redundant and is sent. Th~ next prediction wil1 

be based on this n~n-redundant sample. If the tolerance Ii"lit is not exceeded, that 

particular sample is considered redundant and hence discarded. Note that the timing 

information must be supplied in order to reconstruct the waveform at the receiver. A 

flag is required to distinguish between level information and' time information. Figs. 
'J t 

2.4. 1 and 2.4.2 i lIustrate how th is con be done. 

Before transmission, the level information must be quantized and 

coded. Hence, it is subjected to both quantization error and transmission error. The 

(2.4.1) 

transmission error is dependent on the coding scheme used and the quantization error is 
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the sorne as that in peM system. However, q.L1 odditional errer called "aperture 

errer" results From the aperture used to compare samples in the prediction process. 

l.:E7t us suppose that K is the aperture magnitude. Hence, 5
i
+t 

is non-redundont if 1 5i+1 - 5i 1 > K. let q be the magni,tude of ooquantum 

\ 
1 step, and let 

K =mq , m=O, l, 2, ... (2.4.2) 

Note that if m = 0, we have no aperture errer. We sha Il assume that the 'errer 

(2.4.3) 

. J 

CI 

(2.4.4) 

, ~ 

\ 

, 1 

, . 
• 

. / 
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A MOSt commonly used coding scheme for ZOP is run-Iength 

encoding where the levels of ail non-redundant samples together with binary words 

expressing the run-Iengths are transmitted. It is also known as differential co-

ordinate encoding. A run is defined as a series of consecutive redundant samples. 

The statisti9s of runs wi 11 be studied"below. 

The autocorrelation function of a video process' is 

,..~ 

let w. ( i = 1, 2, ... ) be a random variable denoting the' run.-Iength and p ( (J. ) 
1 1 

be the probability densi ty of the run-Iength. let us assume that the distance from 

on arbitrary point t to the next rondom point t. is a' r.v. independent ofwhat 
o 1 

happened outside the interval (t 1 t. ), then 
o 1 

p (w 1.., ~ t ) == ~ p (w-t ) 
'0 0 

which together with (2.4.6) will give 

, -Nol 
p(w)= ~e 

J 

The p,obabi lit y distribution can easi Iy be derived • . . 

" 

-r ( .. >=)J',.,-),x dx = r-:-e 
-).w 

! . 0 

.' 
• 

<> 

. ~ 

; 
~ 

-.. 
/ 

, ' ~ 
1 -. 

( 

• 

(2.4.6) 

(2.4.7) 

(2.:1.8) 

(2.4.9) 



\ 

o ',. 
r:; 

" for a discreté process, the probability de,nsity is derived as 

p(n)= P(ws: n) - P(u ~ n-l)" 

(l-e - Àn ) _ (1 -e - À ( n-1 ) ) 

l,s n <0) 

o " 

Therefore, the discrete probability distribution for t:P.e run length is 

n 

P ( n ) =. l ( e À -1 ) e -Ài 

i=l 

• . 

<> 

À -À 1 - e 
->.1-. 

= (e-l}e { ) 
1 - e 

-À 

J 

= 1 J-Àn -e 

~ 

The expected volue of the run-Iength is given by 

(1) 0) 

E [n J = I n p ( n ) , = I n (.À_l ) e-Àn 

n=l n=l 

À e-À 

= (~-1) L (1-e")\) 2 ] 

\. Hence,. the expected value of run-Iength is 

E [n):= _" _1_ 
l_a-À 

1 • 

'. 

. . 

A8 

'.! , .. ,. . .1 ~. ,.. 

, 
1 

(2.4. 10) 

(2.4.11) 

. . . .. 

o 

. 
(2 .... f2) 

'. .. 
• 
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Î " 1" r _ 

The )omp~e5sion.ra!io offered by run-Iensth encoding is given by 
1 (' • 

the average length of the run, E [n]. A relatio~hip between.the compression 

ratio Cs and the p~babi lit y p that a somple \Vi Il haye a diffe~ent brightness 

level From the previ~us one can be derived. 

Hence" J 

or, , 

) , . n-1 
frobability.ofa runofle:ngth n = p (n) = p (l-p) 

. '. 
AV~Tage le~gth of ~n" = I n p ( nO) 

• 1 -
C = -'= E{n] 

S., P " 

L1 
p=-

C 

.' S 

= 

n 

\ n-1 L n p ( l-p') 

n 

1 
p 

1 1'1 

- h<.. _ 

This value of p is approximate and implies that it does not. 

'" 
depend on the si ze of the initia 1 iump. Also p ( n' r can be written as . 

\ 1 ( 1 _ 1 )n-1 
Etn] E[n] 

<lE[nJ-1,n 
. E [n] J E (n)-l' 

1 

which agrees with the result derived by Cherry (49] ... 
1 

... t'. , 
,,:0 

(2.4.1~) 

'. , 

(2. 4. 14~· 

~ , 

(2.4.15) , 

(2.4.16) . 
~ 

(2.4. J7) 

• 

r 
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1 • , 

'. 

',' 

1 • 

... 

• • 

.!J 

.. , 

Also, • 

p(l)=p 
1 = E [n] 

"Hence, 

p ( n ) = p (1 ) 
l-p ( 1 ) ( 1 - p (1 ) )n 

-~ . . 
where p ( 1 ) is the probability of a run consisting of 0 single element. This 

1 r~sult is in ogreement wilh' 'that derived by Estou;et [24].' From (2.4. ?2) 

By exponding 

approximate 

'''' 
or, 

E [n J = C = 
S 

.~ 

1 
-À 1-e . 

, ~ 

e -À as 0 ser.ies and taking firs:-order aPPJOXimat~n;, we con 

Cs os t 
:::! 

1 
X 

'\ . À. = 1 
1 ç 

50 

r 

ln general, the o~olysis of run-Ie,ngth encoding does not toke'into 

occount 011 the dependence whicl[exists among th, various pels in the picture, 
J 

thus the results conceming information ratio and savings, in channel capacity a~ , 

only firsfo.order approximations. 

J 

It has olso been shown that, for Markov processes, run-Iength 

encoding syitefa~eve the 'ower bound in entropy as the nurÏ1ber of bIts to code 
, . 

1 

(2.4. 18) 

(2.4.19) 

(2.4.20) .. 

(2.4.22) 

" 
~.- .• t-. ~~ .' ! ... ::.~: 
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!l picture by non-s'tatistical methods opproaches infinity [40]. 

2.4. 2 Psychov isua 1 Codi n 9 

The intentiop of these coding techniques is to alter the signal 

in such a way that within acceptable degradation of the picture, sorne advantage 

in transmission is gained through the exploitation of t~ properties of the human 

vision. Statistical encoders can be 'inserted at the output of the psychovisual 

coders to further reduce statistical redundancy. Schre iber [ 39) has referred ta 

such a combination as psychostatistical coding. The main results of psychovisual 

coding are summorised below. 

" , 

(1) Many experim~nts have been performed to improve picture quality 

by high frequency accentuation [51] and ST removal [ 41 ]. It is found that 

most people prefer the'band ahove 350 kHz to be emphasized in commercial 

te lelision. 

(2) Spatial and contrast resolutions are exchanged in vision 50 that a 

smaller number of brightness levels can be distinguished in small objects thon in 

large or uniform areas. Hence, in run-Iength encoding, the levels of short ruos 

could he quontized more coarsely thon those of long runs, yielding bit reduction. 

(3) The resolution of spatial detoils in moving objects alsa deteriorates. ( 

Therefore, the number "rsamples per frame con be reduced. 

1 
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(4) If some of the wasted channel capacity is used for 'the colour 

information of the scene, substantial improvement in quality is possible. 

(5) Seyler and Budrikis [ 26] showed that the human observer would 

not perceive a temporary reduction of spatial d~tail for an average of 750 milliseconds 

of ter a scene change. This part of wasted channel capacity con the!", he applied to some 

aspects of the original scene, resulting ,in on overall improvement of qua lit y .. Alter:-

natively, a large reduction in baridwidth can be aéhieved by disregarding the spatial 

details during the scene ç,hanges. oThis enables TV transmission at around 30 frames 

per second. 

This result also justifies the use of frame-difference coding [52], 

where a new frame is transmitted if a sufficiènt number of different picture elements 

exists between consecutive frames. Other frame-to-frame coding methods also 

exist where only the differencE!'ootween frames are transmitted, by taking advantage 

of the frame-to-frame correlation. 

\~ , / 

2.4.3 Differentiai PCM 

Redundancy reduction is olso achieved by a technique known as 

\ differential pulse-code-modulation (DPCM) [53], [54], which offers bit rate 

reduction over straight PCM as shown in Fig. 2.:4.3. It oims ot removing the 

inherent signal redundancy through a feedback prediction around the quontizer. 

1t will be shown loter that this feedback feoture is essentiol for improvernent over 
/ 
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straight PCM. If the quantizer i~ plad~d outside the fee~back loop, no improvement 

is possible. It should be noted as weil that the quantiier must be an.instantaneous 

device. The following is' an ana Iysis of the operation of the system, based on various 

papers on the same top,c [ 55] - [63]. 

ln DPCM shown in Fig. 2.4.9, the difference between the actual 
-) -

signal and an estimat~f the Si91'-based on ils post, is transmitted: Th"'receiver 

"-adds thè est,imate to the received dl«e.rence yielding the true signal. If is hence 

obvious that highly redundant signais such as TV, are w~" suited for DPCM systems due 

to the possibility of accurate prediction. We shall firs~ review the prediction process 

and we shall restrict ourselves to linear prediction. 

(1) Optimum linear Prediction [61], [64] 

il Assume that S ( t) be a stationary random signal with zero mean 

and variance (12 , sampled at ti ~es t l' t 2" '., t n' ... yie Iding samples of 

5
1
,5

2
" • "Sn' .•• 1 respectively. A Iinear estimate of the next sample 50 can be 

o made from the knowledge of the n previous sa~ples. 

~ 

,. 
where 50 iSi the linear estimate 01 50 and ai 's and. 51's are real~ 

':. The error generated is givèn by .... 
, 1 .. 

~. 

" e = S. - 5 
o 0 0 

IJ 

(2.4.23) 

(2.4.24) 
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,.. 
We wish to find the set of ai '. such that S is the best estimate of S in the mean 

o 0 

square sense, i. e. E r( S /- S )2' ] 
L. Q') 0 is to be a minimum. Now 

E [( 5 - 5 )2] 
o 0 

Partial differentiating the above with respect to the a. '5 -and setting the result to 
1 

, zero for mInimum 9ives 

E [(5 - (01 51 + ... +a 5 »5.] = 0, i=l, 2, ... n 
o. n n 1 

or 

... 
E [ (5 - 5 ) 5. ] = 0, i::; 1, 2, .. " 1 n o 0 1 

Hence, -
... 

E [5 S. 1 = E [S s. J, o 1 0 , 
i ::; 1, 2, ... n 

If we write R •. as the covariance of 5. and S., then (2.4.28) becomes 
. '1 1 1 _ 

R . 
0' 

i ::; 1, 2, ... n 

(2.4.26) 

(2.4.27) 

(2.4.28) 

(2.4.29) 

" yielding a set of n simultaneous linear equations in the n unknowns o. 's, provided 
1 

of course thot the covariances R .. 's are known. With the best linear esti mate of 
'1 , 

5 , the error resulted is 
o \ . 

a 2 = E [( 5 _ S )2,] = 
e ' 0 0 

~ 
CA 

E [CS -S )S ] 
o 0 0 

• 
= R 

, 00 - (al R 1 + O2 R 2 + ... + a 'R ) o 0 n on (2 .... 30) 
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where R is the.variance 0
2 

of the original sequence. From (2.4.30), it is 
00 

obvious that the error sequence is less correlated and has a srraller variance than 

the sequence [S. J • , 
th 

For an n order Markoy process, only n samples are required 

for the best prediction. Television signais are very close to first-order Markov' 

-ÀT ' 
process and have on aufocorrelation of e . Hence, the best estimate is From 

the previous sample given by 

s 
o 

(2.4.31) 

However, if access to samples on Qdjacent lines and frames are possible, it hos been 

shown th,t the predict:<m con be improved. 

\. 

(2) Operation of the OPCM ~ystem 

let us refer bock ta Fig. 2.4.4 which shows 6 block diagram 

o 

representation oF the DPCM system, where x. is a random signal of zero mean. The 
1 

primed quantities differ From the lJnprimed ones only From channel noise. 

From the diagram we have the folJowing relations 

e. = z. - y. 
1 - 1 1 

(2.4.32) 

wmch js t~e quanti zotion error, 

• 

Z. = x. ... f. 
1 1 1 

(2.4.33) 
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" = f. + x . y. 
1 1 1 

~. 
f. =L h. "X •• 

1 1 1-' .. 
j=l 

, ' . 1 

,The h.'s 'ore chorocteristic of the ~redictor. Note thot the predictor introduc;es 
':t ~ 1 -, 

deJayaround the loo'p. From (2.4.32) - (2.4.34), we get f/ 

e. = (x. - f.) - (x. - f. )= 
1 l' '1 

.. 
x. - X. 

1 1 

" A very~ important conclusion r~ts, the quantizatlon error samples are' identical 

(2.4.34) 

(2.4.35) 

(2.4.36) 

to the ~rror samples for the overal! system, assuming error-free channel transmission. 

Or 

- , 
The input to the quantizer is z. 

1 

z. =t x. - f. 
1 1 1 

CD .' 

= x. - I h. x .. 
1 1 1-1 

i=l 
( (1) 

= x. l h. (x . .-e .• ) 
1 1 1-' ,-, 

i=l 

Q) CD 

z. t: x. - I h. x .• + l h. 1 1 l ,-, 1 
i=l j=l 

, ) 

\ ') 

G •• (2.4.37) 
'-1 

J' 
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,. , 

The outpu't From the quanti zer, wh i ch is the sequence sent over the digital 

channeJ is 

y. = z. - e. 
1 1 1 

CI) <Xi" . 

= x. - e. 'I h. x. • + L h. e .. 
1 1 1 1-' 1 1-' (2.4.38) 

j=~ j=l 
~, 

Now, let us construct a simple table giving the data streams. This will enable us to 

see more clearly the operation of the DPCM. Assume that we shall.use a simple, 

non-optimal system where, 

, 
h. = 0, 

1 
1 1 (2.4.39) 

x. 
1 

z. 
1 

,. 
x. 

1 

y. 
1 1 ::::: 

. . 

(x -e ). 
3 3 

-(x -e ) 2 2 

J' 

X. 
1 

X.- (x. 1-e . 1) 
1 1- 1-, 

x.-e. 1 
1 1-

(x.-e. ) 
1 1 

- (x. 1-e. 1 ) 
1- 1-

. 
~ 

• 
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Quantization Noise and Signal-to-Noisè Ratio Improvement 

Over PCM 

It Ilas been shown [65] for PCM that the variance of the 

quantization error of an L step quantizer,of step sizes 6. is given by 
1 

L 1l..
2 

= \' 
Pxj 

-L 
L 12 
j=l 

59 

where p'. is the probability of the jth step. 
XI 

2 ' 
L 
\' 

A similar expression' for DPCM is 

Il 1.
2 

E [e i ] 1 DPCM = L. Pzj 
-.L. 

12. 
j=l 

vie shall aSsume for comparison purposes that p . = p. and the step sizes A. 
XJ Zl J • 

li 
and 6 1. are ch~sen at a ratio equal to the ratio of the r. m.S values of the two 

1. . , 

inputs. 

= 

This ratio is defined as t~e SNR IMPROVEMENT RATIO. 

It can be seen from (2.4.37) that the statistical p~perties of z. depend on the 
1 
, 

(2.4.40) 

(2.4.41) 

(2.4.42) 

joint stotistics of the input and post salJ'lpies of tbe input, which is still unknoWn up 

ta date. Howeyer, we sha'" assume that the spectrum of x. and that of z. are 
1 f , 

very similor for simpli~ed analysis (this holds very weil for bath voice and TV 

signais). We further assume thot the error samples are uncorrelo~ed. then, 

2 E [z. ] = E [( x. -
1 1 

CD CD 

h.x •• ) ]+ E Ce. ] y L 2 2' .... 
1 1-' 1 L 

j~ i~ 

h.2 
1 

" 

~ (2.4.43) 
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t' o 0 

At this po.iryt, it is wo~t~ poi'ntiQg Out that the optimal linear' 

predictor derived ea~lie,..is Qp'timal only for a set of statistics and does not necessarily 
c .. 4 

perform weil for çther signais. Hence, ~e -sh~1I first con.sider a simple case. 

(A) Simple Delayed F~ed'back '(sin9f~ integrator feedback) 

ln this simple ca~, 
~ 

0 h'l = 1,. ~. 

. ' 
h. = p, i "1 0 

1 "-

(2.4.44) 

r •. ' \ 

\ 

Tà " 
r ----~ , . 
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--, 
, 1 

Su"actor 0, f r samplë '1 t_+ .' 
J " 
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'1\+ (' 

" 1- _ -- - ___ J 
~ 

, , , , 

FIGURE 2.4.5 PREVIOUS SAMPl,.E PREDICTO~ 
....... 

Then, .' 

,. 
z. = X.- x. 1 + e. 1 , ,,- ,-

. and 
! .. 

. 2 2' 2 
• E [z. ] = E [x. ].[ 2· ( 1-Pl » + E [e. 1 ) 

1 1 • 1-
(2.4.45~ 

\ ' 
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. , 

where 

= 
E [x. x. l" ] 

1 1-

2 
E [x. ] 

(2.4.46) 

1 

Neglectingthe lastterm irr(2.4.45)~ Yie"get-

·2 E [x. ] 
• ct 

1 

2 E [~. ] 
(2.4.47) 

1 

, 
Hencè, the ~NR improvement is gr~ater than unit y if the 

normalized adjacent sample correlation of the in~t signal is greater thon 0.5. 

The above,syStem,though non""Optimal, is simple to implement. 

The predictor parameters are independent o'f signal statistics. Note that If 

P 1 < 0.5, the system performan,ce.is worse thon PCM. \ 

_ (8) Optimal linear FeedbacJ< 

The result of the previous discussion on optimal linear prediction is not 

directly applicable here because the input to the predictor is x.-e. 'instead of x.' 
1 1 ~ , 

Note thot the SNR improvement Îs defined by the ratio qf the variance of x. to 
1 

that of zi' hence we could optimize this figure of merrt br minimizing the variance 

of z., Now, 
1 

CJO 

~ [~ 2 ~ = E E< xi - L 
i=l 

'\ 

Cl) 

\' h.2 
L. 1 • 
;=1" 

'. b 

- r 
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From (2.4.43). For a minimum, 

2 è)E [z. ] 

\ 

è) h. 
1 

\, .... ,/ 
or 

1 

Oefining 

and 

Cl) 

, '2 
= - 2 E [ ( x-\' h,x. I)x .• ] + 2 h. E (e. ) 

, i L. 1- 1-' 1 
1;:1 

= 0 

-~ 2 00 

E [x. x .. ] = h. E (e. ] + E [( \' h,.x. 1) x .• ] 
1 1-' IlL 1- 1-1 

1=1 

E [>$. x •• ] 
1 1'" 

Pi -, --E-[-x-. 2,-1.)-
1 

R;: SNR = 
2 E [x .. ] 

1 

2 E (e. ] 
1 

o 
We con rewrite (2.4.49) os a set orlinear olgebroic equations: 

. 1 , 
pt = (1+1 ) hl + h2P1 + h3P~ + ... + hnPn-l 

1 " 
P2 = hl Pl + ( l+R) ,02 + h3 Pl + .•• + hn Pn-2 

: '- ' 1 . 
Pn = hl Pn-l + h2 Pn-2 + h~ ,on-3 + ... + ( l+T) hn 

... 

,-

, , 

ThiS'set of equations has the sarne form as (2.~.29) except for thé coefficients in 
/1 

. t 

62~ 

. , 

~ 

(2.4.49) 

(2.4.50) 

(2.4.51) 

(2.4.52) 

the diagonal terms. Oivide throogh by ,1 + ~. to normaliSe th~ set of equatlons. 0 

, 
Hence the error in the prediction, by analogy with (2.4.30L is givè'n by 

" < . 
n - J 

"- E [z. 
2

] • = E (x. 
2

] [1 - \' hi' ( p./( 1 +-R1 » ~ 
1 min 1 L t 

. ;=1 . 
(2.4.53), 

.. 
• 1 / 

• 



.. 

• 

• 

~'" ',.,-

/ . 

• 

.. 

63 

, . 

Therefore, 

/ 
SNR Improvement 1 . ,= optima 

... 1 -

1 
(2.4.54) 

It con be 'seen that the SN~ irnprovement 1 increases for forger n since each post 
. opt. 

-sample can only add information to a b~ction. However, both speech and 
. ~~ t 

""-
video pro cesses are not totaUy predicfable from post samples and a limit will reach 

when tHe figure of merit remains constant. The following is on eXQmple wh ich 

il.lustrates thil situation for voice [56). 

~ 
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Assuming that R -, co for high signal-to-noise ratio, the set of h. 's can be found. 
" 1 

Using (2.4.54), the SNR inprovement is plo"tted as a function of n. Th'is is shown 
, , 

in Fig. 2.4.6. ,Habibi [66J hos 0150 shown the similor results for a particular 
, 

picture, where he used points from previous lines as weil, Fig. 2.4.7. 

Let us consider the simple case when only 1 delay element is " 

used, i. e • n = l . Then, J r 

hl 
Pl 

::: 

l-t-! "----
R ') 

and • '6 

S-NR i~p~vement 1 N=l = 
, 1 -

Àssuming thot R -+ CD, 
~ 

SNR improvement 1 N=l= _ 1 2 
1.- Pl 

\.-

t 
1 

: ' 

From (2.4.57), we mey conclude that the optimal system always hOlds on advantage 

over PCM whereos the non-optimal cases hos advantage aver PCM only when 

'p l > 0.5. Howeve ri the characteristics of the predictor for the optimal case 

isdependent on the signal statistics (h. '5 are deoendent on P.'s). 
1 • '"J " 1 

(4) Analysis of System with Quantizer Out~ide the Feedbock loop 

(2.4.55) 

(2.4.56) 

(2.4.57) 

A block diogram representati~n ~f the system with the q~ntizer out-

side the feedbock Joop is shown În Fig_ 2.4.8. 

'J. , 

~" 
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We shall n~9lect channel noise for the analysis, i. e. n. ;:;: O. The following algebraic 
1 

relations ~esult 

z. ;:;: X. - f. (2.4.58) 
, " 

ex> • .-. 
f. ;:;: ) h. x .. 

1 ~ l '-1 
(2.4.59) . 

j=l 

= y. z. - e. 
1 1 1 

(2.4.60) 

x. ;:;: y. + f! 
l '1 

(2.4.61 ) 

(2.4.62) 

" 
let hl';:;: 1 and h j = 0 for j 11. Then, 

x = x. -e. - (x. l-x. 1 ) 
1 1 1- ,-

(2.4.63) 

or, 

X.-X. 1 = x.-x. 1 .. e. 
1 1- l '0- 1 

(2.4.64) 

Hence, 

(2.4.65) 

where we have assurned the error somples are uncorreloted. 

f 2 2' 
= E [x. 12,( 1-01 ) + E [e. J 

, 1 
(2.4.66) 

where, / 

~ 

E[x.x. 1] 
1 1-P =---:--

l 'f [x.2 ] .. 

E [x.x .. J 
P JI = l ,-. 

" 1 -;[x.2) 
, 1 

(2.-4.67) 

• 

• 

--
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Further assume t at Pl "" pi, then 

(2.4.68) 
) 

~) 

which essentially sars that the error signal power i~ amplified ot the decoder by 

a factor of 
2(1-p P 

Now,' at the transmitter end, we have 
< , 

(2.4.69) 

and 

lf1J 

2 '2 
E [z. ] :::: E [ ( x, -_x. 1 ) ) 

1 1 1-

= 2 
E [xi ] 2 ( 1-Pl) 

or 
(1 

E [z. 
2 

] 
~ ~J 1 

= ~(1-P1) , 2 
f [x. ] 

1 

(2.4.71) 

~ 

This factor will exactly cancel the factor introduced qt the decoder: Hence, the .. 
-ovèrall performance is the sorne as that of PCM. We conclude, therefore, thàt the ' 

q~antizer must be placed within the feedbock loop in order to attain superior 

, -
performance over PCM. However, the operation of the subtrac tar and the feedback 

at the transmitter moy be seporoted at a very sli~t increose in complexity. This will 

be shown be low • 
--./ , 

0, 

'. 

• 

" 

" 

.... 
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(5) Equivalent Systems [67] - [\ 

Such a system is shown in fig. 2.4.9, for the simplest case when 

x. z. 
1 

z. - e. r-' 

,----"" 1 1 
y. 

1 - 1 
-.. ........ -----:--+IJL.l!-----;p.""o( J--.---~Quan ti zer t----.,----+ 

+ 

.--_--,x. 1 
1-

+ 

e. 

~I 

FIGURE 2.4.9 EQUIVALENT SYSTEM 

The carrespbnding rela~e 
'. 

z. = x. - x. 1 + e. 1" = x. - (x. 1 - e. 1) 
1 1 1- 1- 1 1- 1-

y. = z. - e. = (x. - e.) - (x. 1 - e. 1 ) 
,1 1 1 1 l ,- 1-

;~~~~_ which essentially is the ...... data stream sent av~r the Udigital cha~nel as thot in. 
o 

the DPCM case. The present syst~m however, allows the subtraction operation 

and the feedback quantization be separa ted • 

, 1 

/ 
" 

(2.4.72) . .. 
. 1 

(2.4.73) 

1 

\ " ~ 
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It has been shown that there is on equivalence' befween a noise _ 
il 

feedback system with 'pre-distortion and post-distortion fi Iters and a DPCM system 

with a similar pair of fi Iters. 

(6) Design of the Quantiz~r 

ln arder to design the optimal system a criterion must be set. We 

shall use the minimum mean-squared-error for such a purpose. It will be noticed that 
, 

the analysis oi the DPCM system is complicoted by the non- Iineor chorccteristic of 

the quantizer. To get 'Oround this difficu'lty, we shall seek the optimal solution in 

the following monner. First, a best predictor is designed i gnoring the quanti zer, 

then on optimal quontizer which matc~es with the statistics of the difference signol 
(_ L _ _ _ - - -~ - - -~ - -- - - ,- - - - - - -
Il. ~ , 

,1 is buiLt. This procedure will give a suboptimal system instead of an optimal one. 
1 • 

The best linear predictor has been discussed before and we shall 

limit ourse Ives here ta the quantizer design for video input. The probability density of 

the difference signat zi is a ~de.d exponentiol ~ Smith [70] showed that the 

leest m.s.e. quantizer is a urlifarm quantizer with pre- and post- quantization transforms 
, 

y ( z ) and z* ( y* ) definèd as 

E [l-exp (-n1z!E )] o 0 

y ( ~.) = l-exp ( -m ) , y ( -z ) = ".y ( z ) (2.4.74) 

and 

E 
z* (y") = ~ ln [1-f ( l-exp (-m» ), z* (-y*) = z* ( y* ) (2.4.75) 

o 

• 4 

" 



e 
/' 

-' 

where 

and 

E = maximum value of z 
0 

m = /2 fa 
3(1 

z 

y* = the quantized value of y 

a = variance of the difference signol. 
z 

, -" 

". 71 

Now, the operation of the DPCM has been explained in detai!. We 

~ shall study sorne of its applications to TV signal processing. jt is round thot the 

amplitude density function.of the qua~tizer input in a well:design~~ DJeM is 

- approximatelY,loplocion. The quantizotion noise hos a flot spectrum, highly . ,. 

c0(e'oted with the deriviative of the signol. 

, A DPCM con be modifjed k> include thé previous somple plus the " 
~ - / Q ~ • ,-

adjace'1t semple on tlle previous line. This is shown in Fig. 2.4.10 and fig. 2.4.11. 

Hence, 

'. 

r (2.4.76) 

Su.c:h a system is known as a previous line-and-semple feedbpc~ system. Additional , 

improvement of -1. 9 db at best in SiN ratio is reported by this additional feature. 
, - " 

~y analogy, the concept can' be ~xtended to include frame fe~dback where frame-to-
~ 

J-- . 
frame correlation is made use of. In tht~ case, 

'. 

" 
.. 



.. 

, ' 

.. 

Jo 

~btroctor 

.. . .. 

( 

e ~ ." 
., 

.r' 

.-

" :~ 

o 

72 

• , . • 

• • 

:~ FIGURk 2.4.10: SAMPLES ON THE TWO UNES 
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/ 

where Sf is t~e sample value which is in the same location as So in the 
p 

previous ffame. Such a system is called a frame-line-and sample féedback 

system. However, the investigation of th is system would be quite difficult due , 
to the lack of information on frame-to-frame correlations. Fig. 2.4.12 shows a 

comporison of previous sample feedback DPCM with standard PCM and the delta 

modulation (DM) [60] for a particutar picture with a fixed bit rate [61]. It 

(2.4.77) 

con be seen that a we II-defined PPthOld. a 12 db adva~tage ov~r PCM for the. . 

same bit rate. 

"" 
r A lot of effort has also been spent on investigating frame-to-

-- -

fromecofling; infrafraÎne coaing- and picture reple~ishme~t. Oetai Is of these 

techniquès can be found in references given in [ 71 r. . . 
7a 

Other modifications of the method include adoptive dual-mode 
~Ç" ~ 

coder-decoder [72] , where a combination of delta-modulation and DPCM is 

used for TV signais. The switching bètween the two modes de pends orY the slope 

of the signal. If was found that further bit.rrate reduction by a factor of two From 
1 • 

DPCM is posrd'ble by moking use of the statistical properties of video signais and by 

choosing a sl~tly éfif'ferent tradeoff between granular and slape' overload noise. 

\, 

2.5 

ln the case":: of graphkal images, the important information is the 

contour whidi are usually points of shorp brightness changes. From the statisticor . 
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point of view, these are the signifieant samples'. By trans~itting only' the outl~e 

information, graphical images can be reconstructed exactlY. The information which 

eeds to be transmitted about the outline or'contours in an image c~nsists simply of 

th 
'. .-- , 

location of the contours. When continuous-tone images are consid~ed, the 
o 

loca ~on of the contours plus the gradient information of. th,~ area are bath significant. 

Sorne ~ the contour codi n9 lechn iques Q re described in [7~ ] [ 74 ] •. Thç i r schemes / 

moke uS~f the fact that human obse~~ sensitive to abrupt changes in brightness 

over t~e ed~., .In areas of uniform brightness, the quantization noise is easi Iy 

seen .. ihis Wi\eate false contoun. This subiect is punued in detail in Chapter 

IV. 

The c ing techn iques descrijled 50 fat hes but one proper-ty in 

common. Theyar-e more s nsitive to channel en'Ors~ ,We shal~analyse this ~ffect 

in Chapter III: The t~ansform ethod of coding pi~ture ~s an advan-tage over most 
, ,/, . 

of the other data compression sys'ems in tl)of~it is more imm~ne tG channel errors. 
1 • 0 \ 

\ / 

The follawing presents a brief des~ription of this technique. 

2.6 Transfarm Image Coding ( 75] 
) 

" " 

Recent ad~ancements in IQptical-processing techniqu 5 and computer 

software made possible the codingof pictures in the frequency dof1lClin. 'Transform 

c~!n9 is a meth~ which occomplishes to sorne e~tent both statisticol an psychovisual 
~ . -

~oding. A unitary transfo}m ~ratés on the set of sta.tistieolly dependent\picture 
-- .. \ 1 . 

elements resulting in a set of llmore independent" coefficients. ~he unita~ 

/-

\ 
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transform operator has thtik'orthogonal pro~rty. The coefficients are then quantized . 
and éod~d before transmission. The number of bits assigned to each coefficient depends 

on the variance of that coefficient and the number of quantization levels whi'ch in 

turn is i1ctermined by the psychovisual prope~ty of the human eye. At the receiver, 

an inverse transform operation is done on the received data to 'derive the best 
D <> 

replica of the original image. 

We shâll ossu me that an image array i.s represented by a square array 

of N x N inteh~ity semples describ.ed by the fu~ction f ( x, y ) where ( ~ are 
..-= , 

~pptral co-ordinates. The two dimension~1 forwa,rd ~nsform of the i~e array 
, . , -

F (~, v), (u, v) being spotial freq~enciesl is, itself an N x N square array: 

N-l N .. l, 
- - ~ - -

'. 
F ( u, v ) '* l • t L ,F (x, y) , a (x, y, u, v ). (2.6.1 ) 

x=O -',,--

-----------
1 -

" ---------.. where ~ (x, y, u, v) is the forward transformation kemel. The kemefJl said to be 
'it 

separable sy~metri c if 

... 
.. 

a (x, Y, u, v) =01 (x~ U )01 (y, v) (2.6.2) 

For mast images, the statistical intensity variations are nearly 

equol in the vertical and horizontal directions. We will hence cons'KIer only sepa~ble 

srmmetric kwn.els. 50ch coses are particu'arly easy ta implep"ent becouse the image ... 
ca'n be first processed along eoch row, onl then olong each colu~. A reverse 

operation is done at the receiver ta re~~ct th~ ori1Jinal image, 

")' ). l' 
\ 

.. 

, 
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N-l N-l 
~, 

I f (x,y) = L F ( u, v ) b(x,y,u,v) (2.6.3) , 
\ 

u=O v=O -... 

If con be shawn that an equivalence in energy in the two domains 

exists 175 ]., We shall outline the prC?<>f below. Now, ' 

" . 
\ 

)1 N-l N-l ,N-l N-l . \' 
F(u,v.)F*(u,v);: [ L 1 L f(x,y)o(x,y,u,v)] 

y=O 

xLI f(o,~)a*{o,~,u,v) (2.p.4) 
~, l' 

x=O 0=0 13=0 
r) 

which on e~ansion, yields 

N\.- N~l 
F)(u,v)F*(lI,v) = l Ir I [f(x,y')] 2 a (x,y,u,v) 0* ( x,y,u,v ) 

, .-, . 
x=O y=o 

. , 
N-l 
\" 
L 

N-l ' 
y 

f (x, y }i ( a, J3 ) a (x, y, u , v ) a * (a ,'J3, u, v) (2.6.5) L.. 

x=O y=O 0=0 ~=O ' 

x/a,'Y/fJ" 
}, 

~ ~, 

As a result of the orthonormal property of the transformatipn kernels, we gef, by 
1 

surnming .bath $ides over u, v, 
~ 

-1 N':'l r • " 

~ '~' 2 L L "F(u,v) 1 = 

~ 
N-l 

l 
o 

~N-l L [fJ x, y ) ] 
2 

' 

u=O v=O x=O y=O 
)

(, 

(2.6.6) 

'4 ... \ ~ -

wflich proves th~t there is,an energy equiv~lence between the spatial ~ transf?~m 
.. 

domaiqs • 

o < 

. , 
, 1 

\ A. 

/ t'''o 1 
' . 
t 

• 
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Transform image coding has two potential advantages: It provides 

.;, 
good quality picture reproduction with the some number,of bits os conv~nHonal 

PCM. Furtherinp're, it offers a certain immunity to ~hannel ~rrors and a ~~ibility " --.. ~'"" 

of bandwidth compression. Both of these issues will be discussed in greater detai 1 
1 ~ 

in Chopter III. ! 
, ; 

Fig. 2.6.1 shows a block dicJgrom of a generalized transform. 
fi.. .. 0 , 1'1 

image coding system. In principle, the t~ansfor~s con be implemented by optical, 

electricol or digital meons. 

, 
> 
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) / 

Note that in (2:6.1); although the variances of the picture 

e lements f ( x, y ) are the same, the variances of the transform s9mples F ( u, v ) 
" , 

are not. This is one' of thp. primar~ motivations, for using transform coding techniques 
, " 

for redundancy reduction [66]. Since the iRformation content in a semple is 

pro port ion a 1 to ifs variancé, the samples with smaJ 1 varianc.e can be discarded with 

a slight degradation. If we eliminate~N2 - K2 semples, the', m.s.e. be~omes 

2 . 
E c.: E 

S 

. N-1 N-1 
l ..- \ ' 

(~L' L 
N y=O x=O 

. 
) 

, 2 
[f (x, y) - f* (x, y) ] } 

where' f* (x,'y ) is the reconstructed image. 
, . 

Substitutirig (2.6.1) into (2.6.7), it can be sh~wn that 

ES2 = R (0,0,0,0)-~ 
N 

K-l K-l 

I l 
u=o v=o 

CI 
~v 

2 

~ ~ 

where Cl 2 is the variance of the (u}v) coefficient and, R (0,0,0,0 ) is the 
uv 

au.tocorrelation at the origin. This expression repres~nts the eFr'Or due k, n~glecting 

N
2

.: K
2 ~mrs and does not inc/ude the quan'tization error and channel error. 

'-.. 

'~ 

(2.6.7) 

(2.6.8) 

The -Second./c,urce of error is the error du~ to quantization. If one assigns binary 

digits ~ each coefficient in p~Portion to log2,<variance) " then the.-quantization err:or 

in tHe (i, i ) coefficient is 

'" . 

. , , 

"2 
E •• 

qll 

, 2 
K • ., Q. 

- ~ Ir 
-·'N~~,2n·· , '1 

, " ~ -"'--"- " , 

(2.6.9) 



• 
<41 

where 

/ "-

~ 
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," 

( 
~/ 

) 

0 

n .. = number of binary digits used for the (i 1 i) th coefficient Il 

K •. = constant expressing the consequence of the scaling and 
Il 

companding associated with the quantization 
.,fJIE 

a 2= variance of the (i, j) th coefiicient 0' 

ij 

This topic tôgether with channel noise will be presented in greafer detaH in 

Chapter III. 

ln' the following, we shall describe three transform methods: the 

~ 

Ka,-t,u~'en-loeve which Îs the optimal method, the Fourier and Hadamard traQsforms 

which po~ss fast comPUt~nal algorithms. ..' 

2.6. 1 \amunen-Loev'; ';~onsform [75]- [ n] 

This transform consists of eigenvectors of the correlation matrix 

~~< of the original image. 'Suppose ~a! the N x N original picture ';5 scatlned and 

transforrned into a N
2 

vector. The correlation motrix of the image in an 

.. 

N 2 x N2 -matrix of the form 

- [R] = E [z. z. J 
1 1 

, 
o 

2 
i = 1, 2, .•• , N ; 

i =J, 2, . .. , N 
2 ( .6.10) 

r\ ~ ~. • • - / 

The rcyward Kamunen-loeve transform is the orthogOnal matrix /such' 

)" ~'. thot 
'.~ ", 

, 
'. 

1 
1. 
/', j, 

'/. ,f 

1 

/ 



.. 

.b 

.. 
.,' 

• 81 

. r ~, 
° l 

À2 (, 

1 .. '", [A][R][A] = 1 (T.&;11) 

l {) ~2 

where Àl ~ ).2 ~. . .. ~ÀN 2 are the eigenvalues of [R] arranged in decréasing 

order. transform F '( (0) ) of the originql image ïs 

-r-l.,. .. 
1 

[F (10)] = (f(z) ] [AJ 
/ 

'. 

The inverse transform matrix is 
• 1 

\ 
.. 

- " 

'2 
Hence, if we truncate the, sequence into K terms, the m.s.e. is 

).. 
1 

t ,. " " ", 

Bu~, the sum of'the eigenvalues is eq~al i the ~~ of the variances of the original 

1 random,rvariab le, i. e. 

--2 

(2.6.12) 

/ 

(2.6. 13) 

(2.6.14) 

, 

1 K2 

+. ~ 
-~ 

I À lÀ. 
2 -

= N R ( 0,0,0,0-' 
. .,-~~ 

(2.6. 15) 

~ 

Therefore, 

i=l 
1 

i=K2+1 .. 

. 2 . 
N R (0,0,0,0)- (2.6.1~) 

i=] 
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and the mean-square error is 

.. 

~ 2 1 
m.s.e. = ES = N 2 X.' 

1 

, . 

~. = R ( 0,0,0,0 ) -.l2 
N 

...... 

1 

K2 

L ~. 
1 

i=l 

Since the X.'s are monotonically dccreasing in yalue, the resulting m.s.e. will 
1 

be minimum for any K. Th is is ,to be expecteQJ because the' tronsform somples ore 
, . 

uncorrelated, hence al,Ï the redundancy"(ds been removed. 

,. 'However, ··there are two major problems associated with the K-L 
/ 

transform:,Jirstly,·o great omount of computation has to be performed. Secondly, 

.1 

} 

(2.6.17} 

af~hough the m.s.e. is a minimum for K-l transforms, it is not a valid elror criterion 

for' mast pictorial dota . \ . ~ 

- r 2.6.2 F&rierTronsformCoding [75J [76]-, [78] 

The two-dimensional Fourier trandorm 4j)f on image f ( x,y ) is 
~" ' expressed os ' 

o 

N-l N-1 

F' (u,v ) = ~ Iii· 2wi f ( X, y) exp {- N (ux'" vy ) ) (2.6.18) 
, " 

x=O y=O 

where i = ~ 1 • 

... 
; 

. ( 

) 
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- . 

and the inverse Fourier transf6rm is 

N-l N-l 
1 '\' \' 2ni 

f (x, y) = N L L. t F ( u , v) exp f N, (ux + vy ) ll-...L 
u=O v:::() 1 , "!!!.~~-

A,lthough f ( x, y ) is a real.function, th'~ FourÎer transform' given by (2.6. 18) is in . . 
'general cômple..c which may be rewritten as 

N-l N-l 0 

F(u,v) = ~ I I f (' x, y) [COt ~ (ux + vy ) - i sin ~ ( t/x + vy ) J 
J • 

,where 

, , , 

x=O y=O 

. " 

= FR- (u,v ) -'i FI (u,v) 
, ' 

\ , 

" 
N-l N-l , l r 

FR ( u 1 V ) ="N IL' 21f / 0 

f ( x, y ) cos Fr (ux + vy ) 

x=O y=O 
" 

N-l N ... l 

FI (u , v ) = ~ I I. f ( x, y ) sin ,~n (ux + vy ) " 

'xc() 'y~ 
o 

But, cosine is an even°fun~o~ and sine 'ÎS odd in ( u,v). Therefore, 

1 

(2.6.19) 

(2.6.20) 

(2.6.21) 

(2.6.22) , 

(2.6.23) 

FR(u,v)=FR(- ,v) ~16"24) 
F, (u, v)=. 

and ,! .. 

"/ " F (u, : ) ~ F~ (-u, -y ), , , 

50 that only N
2

, sampl~ frofrir,Qne halfo{the transform plane hav~ ta, bé transmitted. ,.. 
0 

./ a 

'" "\ , 1 
'J D 

/ 

(2.6.25) 

(2.6.26) 

1 

-1 
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Fa$t cQmpu'tptional al gorithms exist for th~ Fourier transform [79]-

[ 85J. Only 2 N
2

1og
2 

N computations are requircd as oppose"d to ~N3 op~rations 

rtd for K-l Iransforms. This,.becomes ~ considerable saving .fo: large-size images • 

. 
2.6.3 Hadamard Transform Coding [75 J 1 [86] 

The Fourier tranSform iS' a natural operator for most image coding 

/;Suse of its widespread use in' o-ther fields. But 1 ther; is another operator which 

( ~ 0 

posse es fast computation algorithms and the sarne properties of #ise averaging 
, 

and bit compression as offered by the Fqur7er transform method. Tne symmetric 
.;) 

Hadamard matrix fulfills ail these requireme'lts and éven has the odvantage ove( 
\.. 

Fourier transforl1] coding in a saving o'f speed of an order of magn itude by sto~age 
, C' 

of intermediafe results [87]." 

The Hadamard matrix is a square array of plys and mill,Us ones with 

rPws and columr<s of the matrix orthog~:>nal to each other. Thus 

('2.6.27) ~ 

Sil1ce H is symmetric, then 

HH = NI (2.6.28) 

( 
, , 

th: lowest:Order.Hada~rd ~irix i~ , f ... 

...... 
1. 1 1 

tt = (2.6. 2~) 

1 -1 .. 
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" th 
The Hadamard matrix G of order 2 N mey be built up from the N order 

b 

Hadamard matrix H by 

H 
A H 

G = 
H -H 

,'4' 

..: 
Hence, the two dimensional Hadamard transform m?y be wrJtten as 

1 
'qI 

F(~,v) = 
N-l 

~ 
N-l L f ( X ,Jo Y ) ( _ 1 -) P ( x, y, u , v ) 

x=O y=O 

where 

N-1 1 ~ 

p(x,y,u,v)=\ (u.x.+v.y.) L . 1 l '1 

i=O 

Fast camputat;onal ~Igorahms al", ~x;st requ;,;n~ anly '2 NJla92 N o~~tions. 
Fig. 2.6.2 is a graph showing the ~,mple variances of the 256 

coefficients arranged in order of ma~itude, of the 256 subpicture of a s~ec'ific 

pic ture {88) 

1) J 

, , 

. 
\ l' -

) .. 

L: 

-'-1 
J . 

~ , . 

, 

-=" 

(2.6.30) 

'" 

l 

(2.6.31) 

(2. 6. ~~) 

.' 
" 
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CHAPTER III 

EFFECTS OF CHANNEL NOISE ON SOME DAT A COMPRESSION SYSTEMS 

As we have pointed out before r date" compression systems are usually 

more sensitive to the effect of channel errors thon \,he correspo:1di~g uncompressed 

systems. This is d.Je to the fact that redurrtlancy has been redJced fro"" the signal 
• 

O:1d thus 011 t~e sa-nples transmitted'are considered.si9nific~nt in the reconstruction of 

the ori ginal waveform at the receiver. In sorne, cases, an error occurring in one of the 

codewords propagates b~o:1d the time of oçcurrence of this error, until a sync pulse .. 
resets the system. For a fixed'number of quaîtizatio:1 levels, therç are two ways to 

(1 Il ' 

remedy thé situatio.1: either by increosi1l9 the tronsmitter power or by adding bock 
, 

some CO:ltrolled red .... ndancy. However, the two tnethC?ds will reduce the energy corn:: 

pression ratio and the'bit compression r~tio, respectively. Trans~~m coding metho~ 
o ~ <;t '. . 

has the attractive feature that it is more immune to ch~el errOrs. 
~ 

We shall use os a sfdndard for comporing dota compression techn iques 
. f .. 

the fixed rate time-sompl ing PCM .system. We assume that the channel noise 1s an 

additive white Gaussiaî process with zero n'lean and O:le sided spectral dens'ity of N • 
o 

D ~ 
3.1 Effect of Channel Noise on P.CM Systems , 

ln gencral, the total .. mea,-square error in t~e reconst~ucted PCM , . 

signal can be explessed cs a sum of three indepe'1dent terms, ... 
oC> , .... 

2 2' 2 2 
E = E ,+ E ' + E 

q C m • (3.1. 1) 

. ' 
( . 

l 
t, Q 

• 

o .. 



• 

--~ 

" 

q 

IJ " 
B8-

" ",. 
~ 

,1 ~ 

... 
where 

e 2 ""= mean square quontization error 
-..",'... q 

'il "r ........ \.. 2 
$ , 

1 - E = mean square cnonnel error 
;'. c 

., 

~ 2 ï 
"E = JI1ean square mu tuai error 

m 

It can be shown that for a w~"-designed system [89},~ last te m in (3.1.1),is zero. 
/,' . ' 

~, The expression fo; f 
2 

has been derived in Chapter " {2 .3). Thu, we shaH consi der 
q 

only E 2 here. 
c 

Let PB be the probabil i fy of bit error, and as ume th~t ea'ch w,\d 

.. has 'k bits. A k-bit word represents the number 
... 

(3.1.2) 

where 

X. = 0 or 1 
1 

(3.1.3) 

Suppose that P 8 is small enough that we ca restrict ourselv~s to . 

O:le error per w~rp. Auuming that' the probability of a given b tin' error js uniformly 

" 
distributed over the' length k of the word, we may write-

and 

Pr (one error in a ward of length k) 

k-l 
= k P 8 (1 ..,P 8) 

2 
c 

c 

= 1 
k 

'" ) 8 
(given tiat an error ~ccurs in a word) 

k 

L (2-i )2 
;=1 

, 

('Y. 1 .4) 

.,. 

(~.1.5) 

. ' l , .. 

t' 
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2 
Therefore the channel errer E is gÎven by 

""tc 

2 
kP (1 _ P )k-l 

B B 
E 

C 
= 

k (3. 1.6) 
. , 

= (1 - 4> 
2 

~, j 

k-l 
. ~nce PB is usually small, we may-~pproximate PB (1 - PB) 0 as ~ B. 

Hence 

·'(3.L8) 
( 'l-;' 

b '" 

Equation (3. 1 .8) represents the m.s. channel noise for straight biriary encoded PCM. 

4' 
It moy he shawn that the ~me result holds for more thon one bit error in the codeword 

[90 J. 
-.-~( ~ 

• 
The probability of boit er~or, PB depends on the modulptio."l technique 

used, the channel ~ the detection technique. For matched filter, nonfading channel , 
f , 

and coherent detectio., of antipodal signais, 
c' , 

... P = .rfc ~N2 SR 
B . ~ 

\ (3-".9) 

where 

signal-to-nO!se ratio in the band 

R = transmission bit-rateu 
\ 

. , 

'. 

i 
\ 

'0 
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.. , 

and J 
( . 

1 (CX> 2 J 

erfe ox, =42n lx exp (-y /2) dy (3. j . 10) 

, .~ 
B .is' related to thë sampling period T by , 

. . 
The bandwi dth 

, 1 . 
B = TT 

..... 
(3. \-'- 1)) 

For'Q k:-:bit PCM word, '> " 

If' ,./, .. ..., 
R = k = 

11°92 q 
(3.1.12) - , "I? t T ~ ~ ~ / ,\ 

. 
2
k 

• 
\ 4- where q is the ~umber of levels cquol to 

... 
'" .. .. v • 

• Henee, , , 
)" : 

') 

~ ~ 
" .' 

PB ,= erfe NoR. 
. , , 

~ ... ... 

s.. 1 
(3.1. 13) • = (NLB log q'"" . 

ft ... 0 o 2 ( 

~ l .. 
Now, if we let y = y - x in (3.1 .10h'o we get 

" 0 / . 
~ ---, -2 

(~ 
_ (y-x) , .. 

" 1 
erfe x =4"[; 2 

j 0 e dy "'" ... 
) 

. 

2 2 , 
4 <l 

ï>~ _L x . , l 
2 -2" t xy 

)"& e e < dy ,(3.1.1~) 0 
F'· ~ 

-'" Q 

'-----..j '. -
, 

'. ... 1 

) 

. . .. 
l ' ,:..., , .. 



• 

• , , 
1 

... 

.... 

• 

of 

. 
Henee, 

2 
~y > x . 

2 
x 

xy -2" > 
.. 

erfe x 

1 
/" 

91 

(3.1.15) 

where ,... means rhe some otder of magnitude as. With the above appro"imations, 
o 

(3.1 .9) becomes 
\- .. 

-/m' 
PB = erf:; ~ - exp 

(_ 2 S) 
N R 

o 
(3.1.16) 

. . 
From this equation, we con see--that for fixed signal-to-noise ratio, the probability oF . .' 

l~ • 6 • 

bit error decreases with bit-rate. This is an important result which- must not ~e n~glected, 

when .data eompres~ion if considered~ . .. 

'. 

, . , . , 
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3.2 '. Effect of Channel NO,isè' on Run-Iength Encoded ZOP Systems 

1 US/JollYI transmiss~on erro~s couse both errors,in the level information' 

and the' timing information in data c'ompression systems. Hencef the m.s. ch~nnel 

e,rror is given by 

e
2

/comp. 
e 

2 + 2 
= fil e. eve trme 

(3.2.1) 

. \ 
1)3.2.1. .Errprs in the Level Information 

(1) For an asychrOl'ous system, only the level information is trahsmi,tted. 

But lorthis kind of system, OI'I~ con only reduce the number of bHs and 'no ?an~idth 

reduction is possible. This is due te;> the fact that the highest frequency components 

still exist in the signol. Fig. 3.2. 1 will clarify the situation. 

o 

'Analog 
Si gna 1. ---,,--_~.I Sample, 

(a) 

. . 
• 

. .' ~Redundant 

, Semples 

, 

(b) 

.. 
FIGURE 3.2.1 : .(0) ASYNCHRONOUS SYSTEM 

• n 

(b) SAMPLE PATTERN FROM DATA COMPRESSOR 

.. ~ OF AN ASYNCHRONOUS SYSTEM 
.' 

," 

1 • 
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We have derived in Chapter Il (2.4.1) the average value of the run-Iength and this 

. . 
is 9iven by Cs which is the sample compression ratio •. An erro.r in the level infor-
, ' 

mation will thus o.ffec.t on ~verage ,of Cs words. Hence, for on osynchronous system 

E 
2 1 asyn. 

• c 
::: 

::: 
1 ' 

(1-:2/() 
2 

/ 

(3.2.2) 

Note that the maximum transmission rate is the s~me as in uncompressed system, hence 

the bit error probability is unchanged. The m.s. channel noise is simply C times , , S 
• a 

that of the PCM system. Since no addressing sdieme i.s used here, the bit compression 

ratio C
B 

is.equal to the sample compression ratio CS' One might, however, i~prove 

the performance of the compression syste~ by increasing the quantization resolution, 

increasing the signal power and using coding techniques [2]. We shaH not pursue 

this ony further here. 

(2) For a sychronous system, timing w.ords aré necessary and buffers are 

required ta odjust the somple pattem From the compressor to ochieve a bit rate reduction. 

This is shawn in Fig. 3.2.2. The bit rate is recLced as a result of the buffering. Thus, 

1 
::: 

Ce 
x bit rote of PCM system (3.2.3) transmission bit rate 

The re fore , 
( 

PI=, (25 C) 
B' exp .. - N R 8 

o 

, , (3.2.4) 

! 
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Anolog 
Signa L 

, , 

. . 
_ Sompler Quontizer Doto 
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0 Comp!essor 

(o) 

.. 
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\ 
\\ 

, . 
Buff~r. 

. 
. . , 

C 

• n 

hannel 

__ ----~----------~~ ______ ~ ____________ ~t 

\ 

\ 

.. 

. s 
1. 

\FIGURE 3.2.2: 

• 

(b) 

~ . . . 

(c) ~ " 

1 

(0) SYNCHRONOUS SYSTEM 
(b) SAMPlE PATTERN AT OUTPUT OF 'DATA COMPRESSOR 
(c) SAMPlE PATTERN AT OUTPUT OF 8UFFER 

, . . -, 
• 

.-

' . 
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" 

Hence, the m.s • .error due to an error in the level information is . -C 
2 S., pl (1 1 

E = '3 :21<) level B 
2 

C . ~ C 
, , 

"" 
S t- PB 

B (1 1 
-~ {3.2.5} 

J.2.2 

.' 

~ 

Errôrs in the Timing Information 
o • 

I~ t~is a~alysis, we shall assume the ,following : 
. 

{a} Probability of mOre than 1 run-Iength word per line in error is v.ery 
~ 

small. 

(b) Bit error is uniformly distributed in a word.' . ~ 
, . 

(c), The non-redundant samples ,are uncorrelated • 

let us defin-e 

'. 

n), = number of affected somples per erroneous non-redundant sample, 

n
2 

::;: number of erroneous non-redun~t somples due to on error in a run-

~th word, ._ " 

e
RL

/" = error in the sample level due to on error in a ~'-I~n'gth word, 
.,., 

r ' = number of bits in a ~un-Iength word, 
.. ' . 
N = açtual number of non-redundanl somples in a line, 

~ . ~ .. 
~ . . 

L = number of sampfes in a fine, 
,~y .... 

n .::;: number of samples in a run. 
.. 

• >: • " 
Now, the squèlred error per sampi", given that a 'rÙn-Jength ward is in error is given by 

.... / . 

.. 

~ '~J':~ 
~:-:.",,!"-



• 

• 

. Hence, 

2 
e 

sample 

E e -
[ 2 J sample. -

96' 

1 , 

.. 
ç 

We may write the m.s. errar in run-Iength enéo?ing as 

E[R 1] E[n2]E[e;ll 
L 

Pr {l run-Iength ward in errar} 
" 

(3.2,.6) 

(3.2.7) 

(3.2.8) , 

because of assùmption (a). Our task is t~ find l'he four factors in (3.2.8~: .. The number 

of non-red~,I/;dant sa~ples i'n a li~e is Cl , apd total number 6f bits in the run-Iength 
o S 

words in a line is .!1:- . Thus, the probability of a run-Iength in error is 

\..s ....' 

where PB is the probability ·of a bit error. This Îs equal to 

< 10 -,4 --dalso 'rl a ln practical channels, P "". - » 1. Therefore, 
B Cs 

. . l 
Pr {l ~.-1~9th ward in errar)'-:::! ç PB 

Supposé that there is an error in the ith 
bit of the 'run~length wci'rd as representecf 

\ 
below : 

• 

j-l , 0 •••••• + X. 1 2 ,+ ••••••• +0 X 2 , 1- . 0 

'x. = 0 or' 1 
1 

.' . 

(3.2.9) 

(3.2.10) 

r 

. , 



~ 

cl r , 

v 

• 

V --,J 

Tbe nu~ber of dis~l~cJitampres is 2 j-l. Thus, • 0 

. ( 

2i-1 (~. if ~": n, 011 samples in the run are affected 
>' 

o.f· 2, .. 1 < n 2 i-1 samples ore ef'fected , . 

Now, 

• 

) . . 
~ l ' 
p~tr 1) =' probability that a c~rtain bit is i~ error 

_ 1 
-'-r 

béca~se of the u~ distribution. '" 
... 

Hence, 

= éxpec:m number .of affected samples per erroneous r . -non-redundant sarnple for ,Q run of n samples 

.. = IL n 1 p (n 1) 
.n 1 

= 1 l n1 '-
r n 1 -

'--- , '=!Œ "t) 2i-1 + \l;'n 

r 1= 1 j=w+l . 
C', . 

. / 

.. 
where 

97 r 

\ 

l. 
(3.2.11) 

.. 

(3.2.12) 0 

( 
w = the integral part of 1 + '092 n 

( (, 
(3.2. 13) . 

2r - 1 

- E [n1] = L E'~1 fn]p(n) 
. n=l • 

(3.20 14).' 

; .. 
where p{n) is thL probabiUty density :of the ~n,,:length. 

\!I~ 
" 

From Chapter Il, (2.4.1) , ' 

, .' n-1 
p (n) =. p (1 - p) . , 1 

. . 
I~ 

' .... , 
(3.2.15) 



r' 

, , 

, . 

• 

! 

;' 

~ 
Substituting (3.2.15~lnto (3.2.14), ,we get 

( w 

~~1 , 

(3.2.l6) 

\ But 1 

CIld 
" 

.. r 

) n =' (r - w) n = nr - nw 
i~+l # 

,/" 
/ 

1 

Henèe, r 

1 . ~ (C 1)n-1 1 S-
(2

w 
- 1 + nr" nw) Cs Cs r 

To find E~~, note thot the- number of non-redundant somplt;!s per line ',N is, ~for, 
S . 

, large L. 

"'-
. ~ppose that an error occurs in a run-Iength ~~e distributi,on 

for this error is uniform over the ~ run-Iength words. The first non-recLndant sample 
, ·f ~ C 

. , S " 
in a fine is alwoys unaffected but the lost sample is alwoys affected regardless of the 

- \ '-~ 

location of the error in the run-Ier'igth ward. The prà~bility that a non-recimdan~ 

sample being affected increoses lineorly with ifs location on a line. Hence, on tf:te 

average, the number of affected non-redundant ~"lPles on 

This result ~gr~es with that derived in' (2). 

/ 



j • 

. ~ 
o 

_. 

/ 

• 

\ 
99 

2 
Now we shall find E, [e RL ] • let xi and xi+1 be random variables denoting the 

, . 
. Ie~els of the 'twc? consecutive non-redundont samples.' 

o 

\ . 
\ 

We assume that x. and x'+l are vncorrelated (this is true in practice becouse 
l' 1 

adjàcent no'n-redundant samples are very. weakly correlated}." Aiso x. and x'+ l • • 1 1 
f 

are rCl'u:lom vartables icfentically distributed, hence , 

and 

Therefore, 

2" . 
= E (xi+l-] 

E.I:x. ] = E [x.+1] = E [x] 
l' l, 

22' 2 E [e
Rl

] = 2 [E(x ) - E(x) ] 

The random variable x con take on any discrete values 

·and assume tha, x i~ unifonnly distributed over the 2
k 

levels, j.e. p{x) = 

Then, • 
" 

/ 
\ 

" 

1 :r. 
2 

(3.2.19) 

'j 

(~.2.20) 

(3.2.21) 

(3.2.22) " 

.+-, 

(3.2.23) ~ , 



/-.- _ ..... _._-----

Substituting 

E [x2 ] 

. . 

2k-l 
=~ 

1 
=:3k 

2 

_ 1 
- 6 

.2 , 
p(x) X 

2 .t:'-

2k-l 

i~ 
.2 
• 

(3.2.23) and (3.2.24) into (3.2.22), we get 

2 "'r(2k-l)(2~+1_1) 
J [é R L ] .;= 2 L 2k 

, 6 . 2 
, . 

1 (2
2k 

- 1) 
= 6' 22k 

100 

/ 

• l''''J • 

. ' .. 

Combining (-3.2.8), (3.2.10), (3.2.17), (3.2.18) and (3.2.25), we get the m.s. 

channel error fof"'the run-Iength encoding 

2." 

(3.2.25) 

E • 
t.me Lw,) 

- (2 - 1 + n r - nw r ~ 

2r-l C 1 
:0" w ) S - n'l"l L (2 - 1 + nr - nw (C ) 

n=l S 

(3.2.26) 

Combining the m.s.e. in the level infonnation and the timing information gives the 

m.S. channel error'of a ZOP, run-Ienglh encoded system. 
, .' 

, .; =t: PB
CB 

(1 <kl . 
, , 

"1 ~ ~ _ .• 



, 

• 

• ' 1 

, . 
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~ 
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~ 
, ., ~ ,. 

• 
~ J ~.tk_l 

+ 
12 C2 ( 2k) 

" .2 . 

o 

L 
~C -.1) 
, S 

, l" 

2r-1. . C -1 } - w S n-l 
L (2 - 1 + nr - nw) (-C-) . 

n=1 S· S 
(3.2.27) .. 

The total error il'\ the system is 

'. 
2 

E 
2 

= E' 
q 

2 
+ E 

C 
+ 

Thus, t~e root mean square èrror is 

E 

." . 
" 

+ 

2k 2 ,,- 1 
( '2k ) 

) 

; 2 
E 

• aperture 

! • 

-' 
l' (3.2.28) 

We shall ptot ,the r.m.s. err~~ E against Pa for s~~'prad'jcal v~lues ~f the para- !" 

" meters CS' k, rand L. A similar curve is. plotte~ for the PCM system; Fig. 3.2.3. 

It is apparent that for practical channels where PB is of the order of 10-6, bondwidth 

compression can be achieved with only a slight degradation in the signal quality com-

pared to PCM trasmissi on • 

3-.3 DPCM System: Channel Noise and Bit Compression 

We have seen in Chapter "(~.4.3) that the quantization error in 

a DPCM system ;s reduced From ifs corresponding varue in PCM systems by ~ factor 

'equal to the ratio of the variance of the difference 5ignol to the vorionce of the 

input signal. But, the analysis' thus far is restrlcted ta noise free channels. Here, 

, . 
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°we shall analyse the DPCM srstem over 'noisy channels co/rupte~ by additive white, 

uGaussian noise of zero ~éon. Consider the model shown in Fig. 3 .. 3.1. 

n 
i , 

1 

0 ft, 
Z·1 y. , x. ... 1 Quantizer 1 

Coder ~ Decoder 
.... 1 ,. ...:.. --"-

;JI - +41' 
/ 

1 . 

\ 
/ 

" . +, . 
J ~r-f. > 1 .;. fo' 1 Pr~dictor - " 

~ x. 1 
0' 1 

yPre~ictor L 
r • " 

, 

FIGURE 3.3.1 DPCM WITH CHANNEL NOISE 

With the natations in Fig. 3.3. f, the prime~ q~ontities dîffer from the unprimed ones 

° ônly in the channel e~r~rs. Now, 
(D 

" 

1 

\ 

-

y.", ~ f. = y. + j 
, , 1 H 

h. x •• 
l '-1 

(3.3.1) 
1=1 

p 

where hies are the charocteristics of the predictor. At the receiver, 

... 
x~ = y.' + f.' 

1 f 1 

(D 

= y. + n. + ) 
1 1 tel 

.. 

hl" X. .(' 
'-1 

.. 

(3.3.2) 
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, 1 

7" 
let 

. "', x. , 
,. 

X. + E. (3.3.3) ~ 
, ,l, 

Then, 

\' ;-'~-
E. = y. + J. h. x. . + /. h. E. • + n. 

J • - l '-1 T'" l '-1 1 • i ' ~ 1 

Combining (3.3. 1) and (3.3.4), we get 
, ' 

or 

Therefore, 

. 
3.3.1 

.. 
x. + E. 

, 1 

2' 
. E [le ] = 
• 1 

= ~. + ) h. E. • .+ n • , t l '-1 1 

, 

~ h. h
k 

E (e .• 
~, l ,-, 
I,k 

2 
E'-k] + E~n. ] 
• 1 1 -

One-somple feedbbck 2Ptimpl Prediction 
\ 

, 

If 

(3.3.4) 

(3.3.5) 

(3.3.6) 

(3.3.7) 

SuPP9Se that we cohsider the one':sàmple feedback optical predic-
o , ~ • 

tor which is simple in tmplementation. From ounfiscussion in Chapter Il (2.4.3), the 
- 1" ~ • 

paramete~ in the prea.ctor are given by 

h' = D­l : 1 

"'-

h. = 0 0 for i 1- 1 
1 

G, 

c 

" " 
'" , 

!, 

c 
(3 •. 3.8) 

. (3.3.9) 

/ 
/' 

0' 

'-
' .. ,",. '\ ' ; 4: ;.:'~ 

, 

., 

/ 
1 

p 

ot~ , 

.' 
~1~~ ~ 
~ 1 'l'Jo 
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... 

Hence, 

r 2J E LE. 
2 2 . 2 

= Pl E [E i -1] + E [ni ] 1 

assuming stotionari ty of E., or' 
t 

2 E [no ] 
1 

Ass,!ming thot x. ond E. are uncorrelated, then 
1 1 

E [~.,2 ) = 
1 

or 

= + 

But, 
'\ 

: 

"" x •. = y. + f. 
1 1 1 

= z ... 'e. +f. 
1 1 1 

= (x. - f.r- e. + f. 
1 1 1 1 

1 
o 

= x. - e. 
1 1 

Where e. il the quantization error. Therefore, 
1 

/ 

" 

, ' 
" ,.. ,< ;'':Ii.,,,':..P~ . ~ _.- . ' 

" l, -',~ ... \ . 

( 
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(3.3.10) 

(3.3.11) 

(3.3.12) 
( 

.~ 
• 

f3.3.13) 

(3.3.-14) 

.... 

• 

, 
, ' 

, ,1 
~ ... " 

" 

1 .. ~ ~~u 
"t-l· 

: fd.;:~~'t';;-t:,~:~~~~:~,':'·~~:· .~, 



. assuming that 

, . 

E [x?) = E [x? ] + E [-e?] 
1 1 1 

x. cmd e. are uncorrelated. Hence, (3.3.13) beèomes 
1 1 

E [;('.2 ] 
1 

2 E [x. ] 
1 

2 2 E [x. ] + E Ce. ] 
= 

= 1 + 

:: 1 + 

1 t 

2 E [x. ] 
1 

2 E Ce. ) 
1 

2 lE [x. ] 
1 

2 E Ce. ] 
1 

2 E [z. ] 
1 

+ 

, 

2 . 
E [E. ] 

+ 
, 
2 E (x. ] 
1 

E [E.2] 
1 

2 E [x. ] 
1 

o 

(l 

2 , 2 E [z. ] E [no ) 
1 + 1 

E [x?] E ex?] 
1 1 
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(3.3. ~) 
.. 

1 

(3.3.17) 

We have derived in Chapter Il (2.4.3) thot for DPCM with an optimal prediction, 

E [z.2 ] 
L 2 

-~ :;::: 1 - Pl' Then we may write 
E r.x?) 

J 

É [~. ,2 J 
, 

fl 2 2 E (e. ] 
(1-Pt

2
) + 

f (n. ] 
1 

1 + 1 1 :;::: 
2 E Cx.2] 2 E [x. ] E [z. ) 

1 ' J 1 

"" 

'L 
Now, 

2 E [e. J 
. 

1 
nonn~lized quantizat.ion errpr :;::: 

2 E [z. ) b 

J 

, . 

1 
1 ,2 
. - Pl 

(3.3.18) 

0 

, , 
'! .... . , 

. , 
~~ 

~ . '/ 
.\1:,,'" 
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and 

2 E [no J 
1 

E Ex? ] 
1 

= normalized ch?")nel error in a PCM system. 

We therefore conclude t.bat the quantization noise is reducedbyafactor of (l-P:>,butthe 
.& 

channel noise is ampli fi ed by a factor of 1 'If the quantization noise is 
1 _ p2 • 

reduced by kdb, then the channel noise is incrJased also by k db. This result agrees 

with the conclusion drawn by O'Neal [61 J, [62 J, but differs from that claimed in 

. [59 J where the authors concluded that the effect of chonnel noise on DPCM is no 
. , 

more severe thdn on PCM. It is worth pointing out that the mathem~tical results in 

t59J are basi colly the sorne as that derived here although the conclusions differ due 

to dîfferent interpretations. If ?'le, however, increases the output power of the trans­

mitter s~ch that the power of the difference signal is the some as that of the input 

signal, then the conclusion drown in [59) holds • .. 

3.3.2 T wo-semple Feedback 

Suppose the parameters of the predictor 'network are such that 

h. =.0 if 
1 

i -1- l, 2 (3.3.19) 
\ \ 

,From (3.3.7), we get 
~ 

2 E [E. ] 
1 

h. h
k 

E [e. . c'. L ] 
1 1-1 !""K 

h.2 [2] '\ r ] en 2] E E •• + L hihk E u .. t. J. + E • 
, 1-' Ifk .. 1-1 1""" 0 1 J 

. (3.3.20) 

/ 
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Using (3;3.19) a'ld the stationary property of f" we get 

1 

, 
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E'[Ej2) = (hi +h;) E [Ej2 ~ ~ 2h
1
h2 E ,[E

i
_1 Ei

_
2

"] + E [oi2) 

(3.3.21) 

Now, using (3.3.6), 

E· [E. 1 E. 2 ] 
1- 1-

" = E [ ~ h. E. 2E • 1 .]' 
~ 1 1- 1-1-1 
1 

\' 
= 1 h. E [E. 2 E. 1 .J 
~ 1 1- 1--1 • 1 

ossuming that E. and n. are uncorrelated. 
1 1 

Invoking the stationary property of the E.IS again, (3.3.22) becomes . .. 

J 

E [E. 1 E. 2 J = hl E [E. 22] + h2 E [~. 1 E. 2J 
1- 1- 1- 1- 1-

or 

(1 - h
2

) E [e
i
_
1

,E
i
_
2
l = hl E'[ei.:J 

r 

= hl E [e j
2

] ~ 
/ 

Then, (3.3.21) may be written os 
2 

2 2 2 2 ~hl ~ E [e
i 

] = (hl + h
2

) E [e
i 

J + _ 
2 

or, 

• 

b 

~ ~ . \. 

...... , ; 

(3.3.22) 

\-:' (3.3.23) 
....., 

(3.3.24)' 

.. 
'1 



-

• 

"" . . ,-
, . .ç 

.r~ ,109 

2 E (n. ] , 

2 
1 

E [f,. ] = 2h 2h . 1 
,1 _ (h 2 + h 2) _ 1 2, 

",' 

1 2 1 ... h
2 

Suppqse that we shall u~e the optimol predictor. Using (2.4.52) in Chepter " and 

'assuming thet R >.> 1, 
t 

, "" 
Thus, ~1 and h2 can be sol:-red to give 

Pl (1 - P2) 
h = ----:--

1 1 _ p2 
1 

and 

Substitutting in (3.3.25), it simplifies to 

/ (1 - P1
2
) 

= 
1 _ 2p 2 _ Po 2 

1 2 

. ,./ 

2 E [no ] 
1 

.. 
(3.3.25) 

(3.3.26) 

(3.3.27) 

(3.3.28) 

". 

(3.3.29) 

(3.3.30) t 

Agoin the chauTel noise iSlS!.eoter then thot in PCM. This ogrees also with the moth-
~ <, 

ematicol result derived in [59 J. 

The obove conclusion, however, does not imply tba!-.QPCM provi~ 

no odvantoge. Since channel noise in digital systems con easily be mode extremely 
< 

Roll and the degrodation is usuatly due primarily From quantization, it il desirable 



110' 

to decrease the quantization noise by k db even though the channel noise is increased 
1 

by the same amount. We would like to stress again at this point thot the superior per-

formance of DPCM over PCM depends on the design being matched to the signal sfa-

tistics. For the non-optimal case (h, = 1}, the digital channel, errors introduce a 

permanent change in the d.c. level of x.' which will then èxecute an unrestricted 
~ 1 

random walk until the output saturates. Whereas for the optimal system, the prediction 

Il 

is essentially a delay in series with an attenuator. Hence, the effect of transmission 

error decays exponentially and no I"C!ndom wolk is executed. 

system as 

\ 

We may write the total r.m.s. error in the one-semple optimal 
( 

r • m • s. error = 
[ 

1· 2 
---::2;:r-"k (1 - P, ) 
12 • 2 

1 

PB ' 1 1 1 ] 1 
+"3 (1 - X) 2 

2 1 - P, 

(3.~.3l) 

Tfîi5 is plotted fo~ typical values of ~l and k in Figs. 3.3.2 and 3.3.3 together 

wi.th that for PCM for a com'parison. 

3.3.3 Bi t Compressi on 

It con be seen From the plot in Fig. 3.3.2 that at low probability 

of bit error, the r.m .5. err,!r is recLced significantly from that of PCM. Thus, we 

con redesign the DPCM syst~m, neglecting channel noise, 50 that the number of bits 

reeJuired to represent each $Omple is reduced while maintainfng the $Ome r.m""s. error 

,os lhot in PCM. .. 

/" 
, 1 
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Suppose vie limit ourselves on~y to quantiza'tion noise. 
., 
- " 

\ 

s'IN ratio improvement 1 1 sample 
1 = 

1 _ p2 
1 

1 
= 10 10910 2 

.. ' 1 P - 1 

db 

(3.3.32) , 

\ 

For Pl = 0.8644 (particular example given" for voice in [57]), then 

SiN ratio improvement = 3.95 , or 

~ 6 db. 

If we wish to reduce the bit rate instead, we let the quantization 

noise of the DPCM system equal to that in PCM system. Oefine M to be numbér of 

• 1 ~ • 

bits per sample for PCM system and MI to be number of bits per sample for DPCM 

system. We may wri te 

2 
a 

--:JM 
::; 

(7'2 

2
2MI ~.3.3l) 

where dl and a l2 are the variance of the input signal to the quantizer for PCM and 

DPCM, respectiyely, and KpCM and KOPCM are ~onstants denoting the c~equence 

of scaling. 

1 1 ( al )2 
MI = M + } log 2 0 (3.3.34) 

where 
E (%.2> 

t 
, 

as derived before for a one-sample feed-= = 
°baek cOse. .. 

• 
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For Pl = 0.8644, M = 7bits, 

MI ~ 6 bits . 

Thus approximately 1 bi t per sample is saved for this system. 

, ), For"T<l7.i gnal ssamp 1 ed at 9 Mc/sec, Dl' i s typ i cqll y 0, 95 , [61] 

ln that case SiN ratio improvement is approximately 12 db, and about 2 bits per 

samplé con be saved by used D~CM. Fig_ 3.3.4 shows the r.m.s. error for different 

quantizer levels. 

The performance could be improved by using variable length coding 

$Chemes to encode th,e s~ be\Gr~ transmission, Sine. the p roba bi li t y density of th. 

signal levels is uniform, the average number of bits required for their representation 

.... con be °reduced by using variabJe-length coders such as the Huffman Coder [91 J. It . , 

was, shown [66J, that 3 by DPC~ can ~e reduced to 2.28 bits per picture element 

for a particular exomple. The drawback in using variQble length coding is that of buffer 

requirment and the clelay in transmission 'introduced from buffering. C ' . , 
The bit compression ratio can be, derived as fo"ows : 

MI = M + .!. loa..{ ~1)2 
2 ~L. a 

The bit compression ratio is 

= M 

'M + ~ log2- a~)2' 
, / 

= 1 

1 ~ ~ l~a~)2 
(3.3.35) 

_ ,," J 
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3.4 Fourier Tronsfonn Coding : Effect of Errors and Bit Comp~ession 

We have mentioned before that an ottractiye feature of transform 

coding method is its immunity to channel errors. E~ch of the reconstructed samples 

is a weighted sum of 011 points in the spatial frequency domoin. Thus, an error in a 

porticular somple affects 011 the reconst~cted'samples slightly in stec:' d, of a big e~ror 

in one sample. !he human eye is sensitive to the large errors instead of small overaged-

out errors, resulting in a noise immunity property. We shall consider the one-dimensionol 

Fourier tronsfonn to iIIustr;ote the situation. Fig. 3.4.1 is a block diagram representation' 

of a Fast Fourie~ T r~sfo~ (FFT) codin~ system [92J. One-dimensional transform 

éonsists of scanning the picture and blocks of N sampi es are coded each time. 
~ " 

. , 

Let us ctenote !. and.! as the sampLe vector and the transform 

vector, reSpectively, and FN be an Nth order Fourier tronsform matrix. We con 

write 

f = F s - N-

s. an d f. (i = 0, .~'., N ~ 1) are the el emen ts of the two vectors. The discrete 
1 1 

Fourier transfo!", and its inverse are expressed as 

N-l 
\' il< fi = k:fo 'k W <i = 0, 1, , •• , N-l) 

. 
(k = 0, 1, ••• , N -1 ) 

where 

.2. r:-
W = el "il , i = J{-1 . 

j 

(3.4.1) 

, 
(3.4.2) 

~ 

(3.4.4) 

;' 
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ln genera,li Cil is a complex-valued sequence olthough [5] is real. We sholl express 

Cf} as a real sequ~nce [fI Jas' fQllows : " .~ 

N-l 
Ç'"' 

fO~ = .~~ 'le (3.4.5) 
~ 

\ 
~ . ~ 

'i~ pure reol beèause 5k'S orcfreal • 

• N~' 
f
N 

) ik1l' = \e 
k~O " 

"2 , . 
N-1 

= kk- 'k (-1) 
k 

(3.4.6) 

.., 
~ 

is olso real. 

N-1 
i [(Nk - jk} ~ ] 

fr;t • 
, 

= k?o \,e -;L . 
N-l 

, i2wk 2w 

=,~~ 
~ -i(ik"'R) 

\e , . r- I 1 (jIc~)-r 
~.> 

_ ~ ~ N - _ \ e . 
. k=O " 

\ = .1.* 1 {i = 1, 2, N (3.4.7) 
~~ 

... , 2' -1) 
~I q 

.t ". ~ 

where (*J èlepotes the comple~ conjugate. 'Ttie.-efore, 
00 

u' 

-I(Pc ~) 
e. ' 

a 

/ o • 
, 

. t , .• ~,.;: ,_c :.'_ , •• ~ ." " 4'" t ....L , ..• 

" 

" ' 
:"'~ r',1' ..:,. r. .5 ... 

r· 

1 

'1 
, -

.' 
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... 

r' 

• 
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But, 

, 

Hence, 

~ ... 

. 
, N -1 ~ ~ 'l • -i(N-j)k 211 

+ ~ t* e N 
1=1 1 . 

e 

" 

-i(N-j)k 2. 
N 

-i(N-j)k 21r 
= f.*'e N 

1 

iik h 
N = f:* e 

1 

N­--1 

t' -ikj ~~ * 
= f. e , 

"k2'lr k 2, 
fO + fN (-1) + 2 . L 

- ,-1 

~ Il N 
Re Cf. e _ ] 

1 
_ 2 
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-. 

(3.4.8) 

(3.4.9) 

, 
Where Re [ ] meons the reol, port of. Lef U~ define the following elements of the 

vector f' by 

f 1 

0 
= f 

0 

, f2j'_1 = Re [f.] 
1 

f
21 

= ~m [f.J 
1 

f 1 
• fN ,N-l 
. 2" N . (i= 1, 2, •.• , 2-1) (3.4.10) 

Then, '-.. 

1 N ,- ~-1 J_ -
1 f 1 + k ' 

+ 2.~ , (f2
I

i-1 
2w 

'k -- (-1) - f 1 cos(ikR) ,N 0 N-1 
<J 

1-

• 

(3.4.11) 

. ...". ..... , ' , 
4. , , ... , _ .... ~.f. u • ."~.(:!c..~j\ 
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, 
Therefor~, one con transmit the real-volued sequence {fI 1 ov~r the ëhannel and get 

the reconstructe:d signal ot the receiver by using th~ operation (3.4.11).· The rec?h-" . 

6 
structed signol diFfers From the original one due to quontization noise and channel~ 

" . 
noise. 

'"too.. 

Let ~. be the quantization noise vector, ~ be the éhannel noise 

vector, !: r the exact tran form ~ector. 
'> 

-
The received $eque"~e.! is given by 

f = ft + ~ + n 

CI'ld s = reconstruc'ed signal 

= 'F-! Li l' 
= F-1. [fI + E + n 1 (3.4.12) - - -,~ 

Wh \'e F-1 , h • FPT S' FT " l' e"F AS t e mve~ operotor. Ince operation 15 meor, 

(; 

~ = F-1 [ft] + F-1 tel + F-1 [n) 

., (3.4.13) 

" Therefore, the error in the reconstucted signal is 

" .. 1 l ] -1 f e = S - 5 = F t + F m) - (3.4.14) 

J 
We shall consider quantizotion noise first. The sorne c:levelopment applies ta channel 

noise • 

.' 

.. 
• 
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3.4.1 

3.4.11), 

~ 
Quantizotion Noise [92] 
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Consider the kth terrn in the quontization error sequence. From 

e " l-, L + (_1)k E + 
k N t 0" N-l 

+ E2j sin(jk ~ j ~3.4.15) 

Since each e
k 

is equally likely, the mean square quantization error in the recon-

structed signal is 

- N-l 
2 1 \,-"2 

e 3 k~ e k (3.4.16) 

2 
e k con be wri tten as 

• 
N 
2-1 

\~ t ~1 2 2. 2,.." 2.2 2. 
~2'-1 cos (Ik -N) + ~2· Sin (ik N 

l ". J J 
(3.4.17) 

where we have assumed that the error sampi es are uncorrelated. Therefore, 
( 

-r. N~l ~ _lr 2 2". 2w 2. 24 2;"] 
+ ~N-l +.i. L L E2·•1 cos (ik"Ff> + '~. Jan <ikN" 

1 N k=O i=1 1 , 

1 2" '2 .. ~-1 2 N-l 2' 2w 
- N2 '0 + EN_l + N L '2°_1 )' cos <P<N> 

1 k~ 
.-- ~ -1 

i=l .. 
.. o-

N- j ~ ... I~- "~,,. 

\" 2 [=0 sin
2 

(jk *) + 1 

'2i i!:1 (3.4.18) , 

( 

l 
' , 1 , 
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It con he shown that [93] , after some manipulation, 

~1 'N-1 

k~ co~2 (jk ~) = 'k~ sin
2 

(jk ~ j =!} , (3.4.19) 

~ 

Equation (3.4.18) ~c;omes ,. 

~-I t 
+ ~] - 2 -r :~ ';1-1 

2 1 
+ 2 (3.4.20) e 

- N 2 EO' + EN_l 

U 

1f the ith sample is coded with k. bits, the quantization error in the jth semple is 
~ l " 

given by 

2 
e. = K. 

1 1 
(3.4.21) 

2 
where 0".1 is the variance of the jth coefficient f.1, and K. is a constant expressing 

1 1 1 

the effect of sc:aling ood companding. Hence, by assuming'afl K. equal to .... K 
1 

a l2 0:,2 
N f ,2 a2~ J 2-1 

2 - !< 0 N-l 
+ 2

1
4 0"2' 1 

e 
- N2 ~O 

+ 2k
N

_
1 /[21-1 

+ 
2k2• 

2 2 2 1 

This expression' gives the quantization ,rror in the syste":,. It ha~ been shown (94] 

that this quantity is a minimum when the contributions of 011 the "terms in (3.4.22) 

are equal while keeping the bit rate equal to that of 'PCM transmission. 

3.4.2 Channel Noise 

Suppose that each of the coefficients ore ,.,ncoded with the some 
if • 1 -

number of bits os in PCM system and denote th" number by M. Then eoch of the 
r 

" 
,~ - ~ 

(3.4.22) 
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. 
coefficients are equally likely to mak.e an error. We can apply (3.4.20) to evaluate 

the channel noise. ,Let O'~ denote th~ channel noise power. Then t~e m.s. chŒlnel~ 

noise in a FFT system is ' . " 

where 

2 
e 

n 

.-
1 

- N 2 

1 
:;:~ 

N, 

Ir ~; + n 2 
N-l 

{a~ + a~ 

= 
2{N-l) O'~ , 

N2 

t:L -1 t ' 2 -
+ 2.~ n2~_1 

,~ 1 + n~i ] 
+ 2(N-,2) a~ } 

- (3.4.23) 

(3.4.24) 

• Thus if the some bii rate as PCM is used, the m.S~~hannel error in a Fourier transform • . c 

encoding is redùced From the ~~rre$ponding value 1 ;;>PCM by a f~ctor of 2(N-l)!N2 • 

tiowever, the quantization error in this case 'is given by 

. 
a,2 

2"" _ --Î- ,;1 , , l " fi - Ki 2 2M /\ (3.4.25) 

CI1~ (3.4.20), ond if would not be a minimum since now the confribution from e~l 
1 

term may he different. 
\ 

l) If the coefflcients are encoded'occording to the following Nie 

(95) by equotinQ. the quontization naise to thot of PCM system, 
\ 

, 
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(3.4.26) 

where a2 
is the signol power, th en we con ochieve reduction in bit rote. The m.s. 

channel error in this_case is different from (3.4.23) and is not easy to compute. How-

ever, the inherent property of Fourier tronsform distributes the error evenly over ail 

somples roth~r thon locolized on one porticular somple. This mokes the noise be-

have like a low frequency noise structure which is not os onnoying to the ~umon eye 

as the high frèquency "soit and pepper" pottem coused by the localised errors. This 

aspect hos been discussed and demonstrated by experimentol e~idence [75 J. For high 

, error chonnels, error-çorrecting code$o have been found to improve the performance 

sign ifi cantly. 

3.3.3 Bit Compression 

Suppose thot the ith coeffi~ient is coded with k. bits. The total \ 
, 1 

m.s. quantizotion error is given by 

N-l a.2 

l -L" K. 2k 
i 1 2 i 

(3.4.27) 

.. 
If each term has the sorne c~tribution, the quantizotion error is a minimum'. If we 

constraint this to equal the quontization noise for the PCM.case, then each mu.t equal 

e ~M/N • We may write 

,-
E. 

1 
Î (3.4.28) 
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" 

Ass~me that the scaling factor Ki' = KpCM ' !hen 

q.,2 
( 1 ) 

N 0
2 

The nearest integer of k. is the number of bits used to code the jth coefficient. If 
1 , 

this method. is to ~educe the.bit-rate, it is necessary that the average bit assignment 
'.lo , n 

be less than M, i.e. 

N-l 

p.4.29) . 

1 

i~ k. -< M N 1 
(3.4.31) 

o' 

Due to the lack of data for vi deo signais; an exampt e for 56 K bits/sec. (voi ce} .. 
PCM is'-used for illustration [95]. N'-:: 16 and a = 1024. This is shown i.n Table 

1. A comparison of the PCM, DPCM and transform methods are given in Table Il • 

• 

• 
Il 

, 
l, 

, , 
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• . FOURIER TRANSFORM (N = 16) (] = 1024 . 

~PCM = 5~ k bits/sec. 

(J, (J .' 

i 
, 1 k. " 

N Na 1 

0 336 0.328 7 
/ 1 544 " 0.530 8 

2 548 0.540 8 

3 306 0.298 7 

4 352 0.343 7 

5 162 0.158 . 6 
/ • 

6 18~ 0.176 6 
G 

7 , 118 0.115 . 6 

8 119 0.116 6 

9 106 0.103 5 
0 

10 90 0.088 5 

11 8) 0.079 5 : . 
. 

12 46 0.045 4 

13 76 0.074 4 

14 23 0.023 4 

15 51 0.050 '4 

Total bits 92 
R k bi ts/sec. 46.0 
o 

Bit rate reduction = 10 k bitwsec. 

TABLE' :Q EXAMPLE OF BIT-RATE REDUCTION [95] 

-e 

, 
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, 2 \. d TRAN SFORM (N th order) 1 - d TRAN SFORM (N) 
PCM DPCM y K.l. H. T. F. T . K.L. H. T • F.T. 

l'b. of btts/pel to 
, 

obtain approximately 8 3 2 2' 2 2.3 2.3 2 .. 3 

1 
the some quantity af 
a particular picture 

" 
... ~------ .. _-- ... ~_ .. _- --- -- -,-----

Sensitivity to picture-
,,5 

1 
to-picture variation none large mode rate small small moclerate small small 

1-----
Delay none 1 samplè N lines , 1 line \ 

on 1 line -

, C~pJexity very simple complicated moderate moderate c~pl ;~a't"e; r"~:de~at:-'- J ' ~~~era-:-, 
, .t simple ----_. ---- .. _.~--j _:_] . . . . - ... ~ -_.~~- ~ ..... ...- ......... """"-~ , 

Cost of coding 
, 

small small large moderate large lar.ge moderate large , 
.. _ ... - .. _~----

~ 

TABLE Il : COMPÂR"'SON OF PCM, DPCM AND TRANSFORM CODING 

-...., 
""J 

\. 
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CHAPTER IV 

IMAGE RECONSTRUCT10N BY INTERPOLATION 

4. 1 Contouring Effect 

. The transmission of digital signais through PCM has been used for 

more than one decdde .• The extension to TV signaIs has also been investigated. One 

of the difficulties encountered is in the choice of the number of quantization levels. 

Experiients have shown that a seven-bit encoder is good enough for ali black and 
1 

white pi~tures. A six-bit encoder is just sufficient ta produc,ed fair pictures. A 
. . 

five-bit encoder al/ows proper reproduction of half-tone picturas but infroduces false . 
1 

contours [96 J. This effect is due to the small number of qJJ6ntization lev,els used 
/ 

/ 

and the sensitivity of the eye ta sharp variations in the brightness. The encoder 
, 0 

.J 
has to make a decision as to where to switch between the fv(o successive levels 

. , 

when the bright~ss of the image is progressively changing. The decision line 

appears as a contour on the reconsfructed image. 

The zero-order-predictor which we have Gonsidered in Chapter Il 

(2.4.1) operates by looking for those parts of the images where the brightness is 

constant and transmitting only the location of the transiti~. Hence, it transmits 

th~ position of the contours. 

Previous experiments have shown that most observers are unable to 

. 
distinguish wre thon eight ta ten haff-tones between full ~'ack and full white. 

Therefore, a four-bit encoder should be more thon sufficient if one eould nagJeet 
" 

the contouring effect. Howe\!er, even for 0 five-bit qucmtizer,' this affect, is still 



, 

, 
1 

Ci 
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very significant. It becomes imperceptible for a seven-bit encoder. It is obvious, 

however, that the num~r of contours increases and the distance between them 

decreases with the number of bits. Hence,the ZOP 'renders a higher c,ompression 

ratio if the number of bits used is small. 

4.2 Reduction 'of Contouring Effect 

Basically there are two methods which con combat the effect of 
" 

contours . 

• 

(1 ) Pseudo- Random Noise 

This techniqué has been suggested by Roberts [40]. A Il noise Il ... 
is superimposed ta the analog signal before encoding. The noise has a uniform 

distribution over the range between ~ successive levels and has the effect of , 

breaking up the contou~. Experi ments have been performed and are found to be 

successful [55), [56] '. The only disadvantage of this technique is sli~t 

degradation of the picture quality due ta the increase in background noise. Well-

designed d'ither patterns improve the result. 

(2) Interpolation 
J o 

ln mast images, the brightness varies progressively between levels. 

Hence, a linear interpolation should reseri>fe the original signal quite weil. In 

\ 

-, 

",. 

.: \~ 
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, . 
essence, the method replaces a step jump by a romp function which has a low and 

'unnoticeableslope. This,has the effeet of replacing the contour by a low frequeney 

stru'cturc which is less obiectionable' to the eye. 

The interpolation sta,ts before the transition and de pends on the 

value of the transition before triggering the interpolator. A transmission delay 

results and memorizing of at leas! one line is necessary. 

T~e above" technique is suggested in [96] and nC? published analysis 

or e><perimental work has been done at this time although some people in the Bell 

Northem Research ~nstitute are 'considering a·simulâtion. ,We shall present an error 

analysis of the in~rpolation process fdt)three algorithms in the next section •. 
" . 

The transmitting part of the system c~ntains only the zero-order-

predietor followed bya run lengffi encoder, white ot the receiver, an interpolating 

equipment is implemented together with the decoder. The operation of the system 

is as follows: The image is encoded with five-bits per sample , (thus without the 

interpolation the contouring effect is still quite signifieant). At the receiver 1 the 
, 

interpolator reconstructs the signa' I?y drawing Q, straight line aceording to !pe 

predesigned algorithms, which aim at suppressing the contouring effect. We assume 

that with the present day tecfvaology, generation of points ot very fine quantized 

values are possible. Thus the operation is equivQlent to creatiQg additional bits 

. per sample to those portions of the sigrial. These operations must be performed at 

the sampling tate (10 'Mc/sec. for conventl0n01 tV). 

D 

'~, f 
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--- If thë interpolation succeeds iQ ~educin9 contouring èffect,. 

bit rate reduction is possible. A bit compression ratio of about five comparing 

with .convention(J1 PCM TV transmiss.ion is predjcted [96] 

.4.3 

, 

,,j 

Ânalysis of the Interpolation Process 
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It is obvious that ~ error is introducéd by interpolating acro~~ 

the contour. The amount of' tliis error in the 'root mean squ_are sense de pends on the .. 

particular algo-rithm chdsen to implement the process., 

a ''Il 
Suppose tha~ x is the original signal, x is the .quarltize~ 

version,of the signal (the sorne signal is obtained after decoding if we assumé error-

free transmission), and x. is' the interpolated signol. Let e. be the error 
1 ) 1 

introduced by the interpolation process. The m.:s. error is ' 

E [( x-x. )2] = E { [x - ( x+e. ), ]2 J' . 
. 1 1 

where we have assumed that e. and (x-x) are uncorre.lated. But E [( x-x)2] 
1 

"' .. ' 

(4.3.1) 

is t~antization errer present ill" the system even i~,there.45 no interpolation. Thùs 

E (~2] is the m:5. error introduced by the interpolation process. . ','-
1 

We shall moke the ~lIowing assumpHons.-(l). The signal proce~ x 
r; 

is Marko~, hence the increments a~eJndependent; (2) The dif(éren~e in levels is a 
, l, 

..,.,./) '... Ir.. 

random variable of a statk,nary process a~ is independent of the ru~-lengfJ, distributi,on; 
- - \~ 

", ~\ 

- -~ 
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, 
(3)' The process is bounded, t4) The rondom step function model as described in 

Chopter Il is assumed. 

The interpoJoti<>r' detects the contours whose·transitton is unit y 

(fo;higl,er transitions, no interpolation is pe'rtormed since "in mast cases they a~ 
, . 
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real contours). It ~valuates the size of the transition and selects the up or down ' 

mode for the interplator and folioWS' the algorithtn selected . 
f ~ • 

For our a~alysis, we shall assume that inte~lation Ois only triggered 
, " . r 

if Iwo consecutive" ~n$ are at Jeast three with ~ un ity trons'iti~ in bervJeen. Such a 
. ,. / 

choice is intuitivefy reasonable. We shaH derive the probability that th~ inter'" 
~ 

polation is being triggered. 

According the the a~ve description, 

. Pr(interpolation) = ~r {run-Iength'~ 3; (4.3.2) 

Fig. 4.3. 1 shows such a situation. 
. 1 

1 

....---~, ~---
~ __ ~ __ n_l~ __ \~ __ ~' Al ~ 

.r? 

, . 
FIGU~ 4.3.1 SITUATION WHEN INTERPOLATION IS 

... BEING TRIGGERED 

.. 
, '~- ,,' ' .. 

-.:;~;(··ci 
... ;:. ... 
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, , 

\ r 

• 

,-

, 
.. With the notations shown in fig. 4.3.1, the probabilityof interpolation is 

Pr (ni ~ 3, A, 'C 1 unit, 0i+1 ~ 3). Sinee the lump in level is independel\1t of 

the run leogths, 

Pr ( ni ~ 3, Â 1 = 1,. unit, n i +.1' ~ 3 ) = Pr (ni ~ 3, "i+1 ~ 3 ) Pr ( Â 1 = 1 unit) 
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(4.3.3) 

AI50 the run-Iengtbs are independent. Therefore, we have pobability of interpola- ' 

tion = [p, < ni ~ 3) ~~- ( ~1' ~1 unit) , (4.3.4) 

let p denote the probability of a jump'" level. Thus the probabHity that 

level remains the sorne as the previous one is (17'P). Hence, the probability' 
A 

of oli>taining ~ run of three is p ( l-p )2 , .where we hoye assumed the stQtionary 
, )1 .. 

~ 7 

property of the incremental proccss. 

Thus, the probobility of run of at least three is' 

-2 . 3 ~1 
p ( 1-p) + P ( 1-p ) _ + .... + P ( l-p ) 

.' . 
o 

l 'where T is the maximum run Jength. Hence, 

( Pr (n. ~ 3) ]2 = [p ( 1_p)2 + P ( l-p )3 + .... + P (l-p )1-1. ]2 
1- • 

= p ~ [( 1 ~p ')2 + ( l-p ) 3 + • .. + ( l-p ) T - 1 ) 2 

. T~2 
= 2 ( 1 )4 t 1 - ( l-p ) ] 2 

p -p 1 .. ( l-p) 

= (1_p)4 [1- (1_p)1~2]2 _ 

Thus the probpbility that.interpolation is performed is given by 
-. 

a . ;". 

" 

• r 

(4.3.5) 

\ 

(4.3.6) 
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.. 

. , 

./ 

• 

--_ ..... _-_._-~-------------

4 T-2 2 • 
(1-p) [1 - ( l-p ) . J x Pt ( Â 1 =11 unIt) 

TypiçaJ vaiues are p = 0.2, T ::It-32.and Pr ( Âl ;:; 1 unit):.. 0.15. Hence, 

'" 
Pr ( interpolation ,) ... 0.06144. 

We shall "ext derive the m.s. \ error introduced by three different algorithms. 
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\ (4.3 .. 7) 

(1) Soppo$e' we interpolate by construeting g stflJight ~ine betweef. 

1 sample before and 1 sample gfter the contour as shown in Fig. ".3.2, independent 

of the size of the run lengths • 

i-l i 

fIGURE 4.3.2 . ALGORJTHM 1 

, . 

Hl 

• 

. , let A denote tfle si~e of 1 unit iump. Then, error in the ith 

Il IOmple is T' The m ••• enor is 

T 
r, 2 

m.s.e. = E t e i ]= l (4.3.8) . 

'=3 

'r 

h1~ , 

.... ."" "L ~ __ .... ~ J ~ 

, < 

~ ~ ... ~ • ~_.1 .. .'.- .-:.. 

" .. ...... a. 
, , 

:-':,.ç\ ~ 
.J-"''",'-

.- ~? 
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Since the present algorithm constructs the straight line independently of the run-Iengths, 

e.
2 

is 0 constant equôl ta 
1 • 

m.s.e. = 

c • 

., 2 . 
:::: ~ " Pr)( interpolation) 

4 T-2 2 A2 
:::: (1-p) [1 - (l-p } ] "4 x Pr ( A) (4.3.9) 

If we assume that ther~ is no aperature error in the zero order predictor, then Â 

has the size of 1 quantum step e~ual ta f where 2
k 

is the number of quantizer .. 

levels. 

For p;::: 0.2; T = 32, k = 5 and Pr ( A ) = 0.15, 

m.s.e. -
0.06144 1'" 1 
-,,---x -rn- .,.. 0.01536 x ..,.,.' 

4 21v 21~ 

r.m.s. error ... 0.00388 

Th • t' • h ,1 nd th e quanhza Ion error 15 t e system 15 ~ a e 
12 

r. m,s. value """ 0.00902 
r 

Interplation error ;s about 40% of the quantization error, which is ac~eptable if it 

lucceeds in 5uppressing the contourin'g effect. 
, , 

(2) SuPPOse that we ~w change our. interpolation al~r;thm luch that 

the reconstructed fine is dependent on the run-Iengths ni and n
2 

as cMnoted in 

Fig. 4.3.3. 

\ 
.' , ...... " .. ,.:1 

1 
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FIGURE 4.3.3 

,-

_--A 
.... ~ 

" 

--- n2 

ALGORITHM 2 

The shorter of the two runs is determined. Suppose that n, is 
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_ n
1 

smaller thon n
2

. Let n equal to [T] where [x) denotes the integral part of 
n, • n , 

x. Start interpo 'otion from [T ] bock From contour to ["'2] aher the contour 
1 

using Iinear interpolation. It is obvious that for 011 cases the interpolation cuts 

fhe contour at the hal~ point. As an example, suppo~e n, = 5, n2 = 7. 
> 

Then n, is chosen a~d n = 5 ' 
[~ ~ = 2. Thus the interpolator wou Id sfart at 

, 
2 samples bock f~m the contour and end at 2 samples after the contour. 

Lét 

_ n, n
2 

n = [T] or [T] (4.3.10) 

The probability of a run of n, followed,by a 'run of n
2 

with one unit jump in .. " 

between is 

n -1 n -1 
1 2 

(p(l-p) J[p(1 .. p} ]xPr(A) 

o 

/ 

(4.3.11) 

.' 

J" ~, 

1',.-,..' 

, -
1 ~ " '" 

, 1 1 ~ - ,,;:. __ t 
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• 

The squ~re error mOde in th is case; is 

= A 
2 

+ 2.. ' [1
2 + 22 + ... + (n-1 ) 2 ] A 

2 

4 (2n)~ . 

He!lce, 

. 2 . 2 r 

= ~ + Â [ii (n- 1 ) ( 2n- 1 ) ] 
4' 3(2n)2 

, 1 

m • .s.e'. = 

n =3n =3 
2 1 

The computer has heen used to generate the result for p ,,; 0.2, Pr ( A) = 0.15, 
(' • - .1 

T = 32. The result is . 

For k = 5, 

1 
m.s.e. = 0.0244 x :-2k' 

2 

r. m.s. = 0.156 x 1 
21 

, 
r. m. s. error = 0.00488 

-r" 

This algorithm off~rs more fle~ibility thon the first algo~ithm ond yet maintaining 

an acceptable le,vel of the r.m.s. error 

, 
", 
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(4.3.12) 

(4.3.13) 

. \. 
(4.3.14) 

(4~.15) 
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(3) Suppose that we use the following algorithm: 

"1 n n2~ 
Let n, and n

2 
be the run-Iengths. Let ,["2 ] and lT] be the 

. "'"2 r "l' 
integral parts oF '"2 and '2 1 respectively. Start From (T] samples bock and 

n
2 

interpolate till (T] samples after the contour. As an example, n, = 5, 
n nt. 

n2 = 9. Hence [.;] = 2 and [ 22 J = 4. Thus,the interpolation storts From two 

samples bock and ends at 4 sampi es afterthecontour, as show" in Fig. 4.3.4. 
(' 

let 

,0 

A ------- --
n1 

<:;> C· 

FIGURE 4.3.4 ALGORITHM 3 

n' = 

f 

n n 
[ 1]+[2'J T T 

'The square errar one makes in th is case is 

~ 
"2 --, 

n, 2 
2 1 2 2 2 ([2 ]-1 ) 1 2 2 2 

e ;=((--) +(-) + ••• + 2 J+(-) +(--) + ... + 

" 
n' n' (n' ) n" n' 

,- . 

(4.3. 16) f 
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Thus the m. s • e. is 

l' 

T 
\' 
L 

T n +n -2 
L (l-p) 1 ~ 

n =3 n =3 
2 1 
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(4.3 .. 18) 
2 

p' Pr ( Â ) 
2 

e -

A computer program has been written to generate the result for p;:;: 0.2, Pr ( Â) = 

0.15,' T = 32. 

. For k = 5, 

m.s.~. = 0.4075 x ~ 
2"'K 

1 
r.m.s error = 0.638 x '""3" 

2 

= 0.0199 

Thus thê increase in r.m.s. error is quite signifiea,nt. From the standpoint of r.m.s 

error, the second algorithm is more acceptable thon this one. But, one Ill/st not 

forget that the sink in the syste m is the human observer. Hence, even though a 

large r. m. s: error is introduced in the third algorithm, its ability .tcc;mbat . 
contpuring effect might be sueerior. No definite conclusion con be drawn at this 

point unless a subjective test is done to test the different methods. 

The effect of channel errors on the zero-order predictor has been 

disçussed in Chapter III. lt"is more sensitive to transmission erron like most data 
/ 

~ 

compression systems. But, it is passible to improve the situation by takin§ . . 

l' advant~ge of the line-ta-Une correlation. If an errar is detected in a Une, we 

Jimp'y have to repeot the previous Une. 

\ • 

.' 
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,\ 

• 
The total m.s.e. of the system con be obtained by adding the 

interpolation error to the ~ystem error of a run-Iength encoded system obtained in 

Chapter '", equation 3.2.28. The resulting r ~m.s. error. is plotted as q function 

of the bit error probability in Fig. 4.3.5. , 

4.4 Sensitivity Weighted Error 

As has been pointed out before, the root-meon-squar-e error is oot 

the correct fideli.ty~~n for pictures. It has been shown that pictures w~i~h are 
..... ~ . .. 

subjectively optimal are quite different from pictures optimized in the mean square 
. 

error sense. Thus one may cqnc lude that the' sensitivity function of the human eye 

" has to be taken into consideration, resul~ing in the definition of the "weighted 

system error". It is calculated for any system by averaging the product of the 

power spectral density of the system error and a non-negàtive weighting function 
.. 

over a certain frequency band. The weighting functi~p scales the power-spectral 

density of the error,5O that at each frequency the contributiqn of the error power 

to the fidelity criterion de pends on the sensitivity of the human obser.ver to the 

picture noise at that frequency. 

Suppose that the frequency response of the human visual system is 

S ( f) and the power spectral density of the noise is G ( f), then the weighted 

power is given by . 

CD 

E= J S(n G(f)df 

-CI) 

1 
"i 

(4 ..... 1) 
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It may be seen that the use of interpolation replaces the contour by a 

o lower frequency·structure. Since the sensitivity function has an attenuation effect 
~ 

at low frequencies, the actuol weighted error power at th~ eye is expect~d to be 
o . 

Jess th an, the weigbted erro; ~wer. This corresponds to the reductjon of the contourlng 

, effect in a subjective test. 
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CHAPTER V 
.. 

CONCLUSION 

Certain techniques which achieve dtJta compression have b~en con-
. 

sidered in this thesis. Chapter 1 int!~duced the significancé of dato, compression: . 
{ 

Three compression ratios which have been most commonly used as figures of merit for 

compression systems were defined. Classifications of data compression systems accor.ding 
c 

t~ technique an"d their effect on the signats were given. Picture codilig was discussed 

in Chapter Il in the light of bit-rate and bandwidth reduction. Particular emphasis 

has been placed on zero-order prediction-run length encoded systems,. DPCM system~ 

end transform coding. l.c 

.J The effect of trOl)smissi.oo errars on the .. systems were. ~nolysed in 

Chapter III. Most data compression sc.hemes were found to be rJlore vulnerable to 

transmission errors. Although well-designed DPCM systems will reduc~ quantization 

noise from the corresponding PCM system, the y suffer more frtml channel errors thon 

PCM. For bit error probabilities of 10-6 or ~ore, the r.m.s. error of the compressed 

" systems starts to in,crease armost expon~ntially, and is therefore unacceptable. For 
,.' 

practical channels where PB < 10-6 , it is possi~le to achieve bandwidth reduction 

~ith only a smalt signal degrodation as compared to the uncompressed system. Trans-

form picture coding, however, oHers a certai~ immunity to channel erron by averaging 

out each error over the whole ensemble of picture elements, thus prociJcing a less 

annoyi~g eH. the eye thal the "salt-and-pepper" pattem present in ~onven~id1al 
PCM transmi ss; on. The use of transform methods in con iunction with black coding 

also reduces the bit rate to a level comparable t~ that of DPCM systems. 

. .. 
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One could, in principle, reduce the bit rate by qllantizing t,he 

signal wit'" fewer levels. Quantizatim with fewer thCJ1 64 levels will introduce a 

" 
contouring..effect which isparticulorlynoticeable in large oreas of unifonn brightness. 

" , 

A reconstruction algorithm using linear interpolation at the contours has, been intro-

duced in Chapter IV. Although this technique might suppress the contouring effect, 

" 
it would olso introcilce a new'source of error. Stoti~tical analysis of this error source 

is presented. For cert~in olgorith1ns-, the r.m.s. error does not significantly differ 

from that of uninterpolated cases. 

It w9s olso noted that although r .m.s. error gives ';ndicati~s of 

system performance in som~ cases, it is not a proper criterion for m~st pictorial data • 
, 

Because the human observer is the sink in the system, subjective evoluation of the 

.' 
technique is indispensable for further investigation. 

f 

" 

J 
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