






































































































































































































































































• • 
�"�-�-�-�-�-�~�-�-�"�-�-�_� .. - -

, 2 \. d TRAN SFORM (N th order) 1 - d TRAN SFORM (N) 
PCM DPCM y K.l. H. T. F. T . K.L. H. T • F.T. 

l'b. of btts/pel to 
, 

obtain approximately 8 3 2 2' 2 2.3 2.3 2 .. 3 

1 
the some quantity af 
a particular picture 

" 
... �~�-�-�-�-�-�- .. _-- ... �~�_� .. _- --- ---,-----

Sensitivity to picture-
,,5 

1 
to-picture variation none large mode rate small small moclerate small small 

1-----
Delay none 1 samplè N lines , 1 line \ 

on 1 line -

, �C�~�p�J�e�x�i�t�y� very simple complicated moderate moderate �c�~�p�l� �;�~�a�'�t�"�e�;� �r�"�~�:�d�e�~�a�t�:�-�'�- J ' �~�~�~�e�r�a�-�:�-, 
, .t simple ----_. ---- .. �_�.�~�-�-�j� _:_] . . . . - ... �~� �-�_�.�~�~�- �~� ..... ...- ......... �"�"�"�"�-�~� , 

Cost of coding 
, 

small small large moderate large lar.ge moderate large , 
.. _ ... - .. �_�~�-�-�-�-

�~� 

TABLE Il : COMPÂR"'SON OF PCM, DPCM AND TRANSFORM CODING 

-...., 
""J 

\. 
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CHAPTER IV 

IMAGE RECONSTRUCT10N BY INTERPOLATION 

4. 1 Contouring Effect 

. The transmission of digital signais through PCM has been used for 

more than one decdde .• The extension to TV signaIs has also been investigated. One 

of the difficulties encountered is in the choice of the number of quantization levels. 

Experiients have shown that a seven-bit encoder is good enough for ali black and 
1 

white pi~tures. A six-bit encoder is just sufficient ta produc,ed fair pictures. A 
. . 

five-bit encoder al/ows proper reproduction of half-tone picturas but infroduces false . 
1 

contours [96 J. This effect is due to the small number of qJJ6ntization lev,els used 
/ 

/ 

and the sensitivity of the eye ta sharp variations in the brightness. The encoder 
, 0 

.J 
has to make a decision as to where to switch between the fv(o successive levels 

. , 

when the bright~ss of the image is progressively changing. The decision line 

appears as a contour on the reconsfructed image. 

The zero-order-predictor which we have Gonsidered in Chapter Il 

(2.4.1) operates by looking for those parts of the images where the brightness is 

constant and transmitting only the location of the transiti~. Hence, it transmits 

th~ position of the contours. 

Previous experiments have shown that most observers are unable to 

. 
distinguish wre thon eight ta ten haff-tones between full ~'ack and full white. 

Therefore, a four-bit encoder should be more thon sufficient if one eould nagJeet 
" 

the contouring effect. Howe\!er, even for 0 five-bit qucmtizer,' this affect, is still 



, 

, 
1 

Ci 
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very significant. It becomes imperceptible for a seven-bit encoder. It is obvious, 

however, that the num~r of contours increases and the distance between them 

decreases with the number of bits. Hence,the ZOP 'renders a higher c,ompression 

ratio if the number of bits used is small. 

4.2 Reduction 'of Contouring Effect 

Basically there are two methods which con combat the effect of 
" 

contours . 

• 

(1 ) Pseudo- Random Noise 

This techniqué has been suggested by Roberts [40]. A Il noise Il ... 
is superimposed ta the analog signal before encoding. The noise has a uniform 

distribution over the range between ~ successive levels and has the effect of , 

breaking up the contou~. Experi ments have been performed and are found to be 

successful [55), [56] '. The only disadvantage of this technique is sli~t 

degradation of the picture quality due ta the increase in background noise. Well-

designed d'ither patterns improve the result. 

(2) Interpolation 
J o 

ln mast images, the brightness varies progressively between levels. 

Hence, a linear interpolation should reseri>fe the original signal quite weil. In 

\ 

-, 

",. 

.: \~ 
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• 
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, . 
essence, the method replaces a step jump by a romp function which has a low and 

'unnoticeableslope. This,has the effeet of replacing the contour by a low frequeney 

stru'cturc which is less obiectionable' to the eye. 

The interpolation sta,ts before the transition and de pends on the 

value of the transition before triggering the interpolator. A transmission delay 

results and memorizing of at leas! one line is necessary. 

T~e above" technique is suggested in [96] and nC? published analysis 

or e><perimental work has been done at this time although some people in the Bell 

Northem Research ~nstitute are 'considering a·simulâtion. ,We shall present an error 

analysis of the in~rpolation process fdt)three algorithms in the next section •. 
" . 

The transmitting part of the system c~ntains only the zero-order-

predietor followed bya run lengffi encoder, white ot the receiver, an interpolating 

equipment is implemented together with the decoder. The operation of the system 

is as follows: The image is encoded with five-bits per sample , (thus without the 

interpolation the contouring effect is still quite signifieant). At the receiver 1 the 
, 

interpolator reconstructs the signa' I?y drawing Q, straight line aceording to !pe 

predesigned algorithms, which aim at suppressing the contouring effect. We assume 

that with the present day tecfvaology, generation of points ot very fine quantized 

values are possible. Thus the operation is equivQlent to creatiQg additional bits 

. per sample to those portions of the sigrial. These operations must be performed at 

the sampling tate (10 'Mc/sec. for conventl0n01 tV). 

D 

'~, f 



J' 

--- If thë interpolation succeeds iQ ~educin9 contouring èffect,. 

bit rate reduction is possible. A bit compression ratio of about five comparing 

with .convention(J1 PCM TV transmiss.ion is predjcted [96] 

.4.3 

, 

,,j 

Ânalysis of the Interpolation Process 
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It is obvious that ~ error is introducéd by interpolating acro~~ 

the contour. The amount of' tliis error in the 'root mean squ_are sense de pends on the .. 

particular algo-rithm chdsen to implement the process., 

a ''Il 
Suppose tha~ x is the original signal, x is the .quarltize~ 

version,of the signal (the sorne signal is obtained after decoding if we assumé error-

free transmission), and x. is' the interpolated signol. Let e. be the error 
1 ) 1 

introduced by the interpolation process. The m.:s. error is ' 

E [( x-x. )2] = E { [x - ( x+e. ), ]2 J' . 
. 1 1 

where we have assumed that e. and (x-x) are uncorre.lated. But E [( x-x)2] 
1 

"' .. ' 

(4.3.1) 

is t~antization errer present ill" the system even i~,there.45 no interpolation. Thùs 

E (~2] is the m:5. error introduced by the interpolation process. . ','-
1 

We shall moke the ~lIowing assumpHons.-(l). The signal proce~ x 
r; 

is Marko~, hence the increments a~eJndependent; (2) The dif(éren~e in levels is a 
, l, 

..,.,./) '... Ir.. 

random variable of a statk,nary process a~ is independent of the ru~-lengfJ, distributi,on; 
- - \~ 

", ~\ 

- -~ 



/' 

• 

, 
(3)' The process is bounded, t4) The rondom step function model as described in 

Chopter Il is assumed. 

The interpoJoti<>r' detects the contours whose·transitton is unit y 

(fo;higl,er transitions, no interpolation is pe'rtormed since "in mast cases they a~ 
, . 
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real contours). It ~valuates the size of the transition and selects the up or down ' 

mode for the interplator and folioWS' the algorithtn selected . 
f ~ • 

For our a~alysis, we shall assume that inte~lation Ois only triggered 
, " . r 

if Iwo consecutive" ~n$ are at Jeast three with ~ un ity trons'iti~ in bervJeen. Such a 
. ,. / 

choice is intuitivefy reasonable. We shaH derive the probability that th~ inter'" 
~ 

polation is being triggered. 

According the the a~ve description, 

. Pr(interpolation) = ~r {run-Iength'~ 3; (4.3.2) 

Fig. 4.3. 1 shows such a situation. 
. 1 

1 

....---~, ~---
~ __ ~ __ n_l~ __ \~ __ ~' Al ~ 

.r? 

, . 
FIGU~ 4.3.1 SITUATION WHEN INTERPOLATION IS 

... BEING TRIGGERED 

.. 
, '~- ,,' ' .. 

-.:;~;(··ci 
... ;:. ... 
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\ 

Il' 

,- . 

, , 

\ r 

• 

,-

, 
.. With the notations shown in fig. 4.3.1, the probabilityof interpolation is 

Pr (ni ~ 3, A, 'C 1 unit, 0i+1 ~ 3). Sinee the lump in level is independel\1t of 

the run leogths, 

Pr ( ni ~ 3, Â 1 = 1,. unit, n i +.1' ~ 3 ) = Pr (ni ~ 3, "i+1 ~ 3 ) Pr ( Â 1 = 1 unit) 
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(4.3.3) 

AI50 the run-Iengtbs are independent. Therefore, we have pobability of interpola- ' 

tion = [p, < ni ~ 3) ~~- ( ~1' ~1 unit) , (4.3.4) 

let p denote the probability of a jump'" level. Thus the probabHity that 

level remains the sorne as the previous one is (17'P). Hence, the probability' 
A 

of oli>taining ~ run of three is p ( l-p )2 , .where we hoye assumed the stQtionary 
, )1 .. 

~ 7 

property of the incremental proccss. 

Thus, the probobility of run of at least three is' 

-2 . 3 ~1 
p ( 1-p) + P ( 1-p ) _ + .... + P ( l-p ) 

.' . 
o 

l 'where T is the maximum run Jength. Hence, 

( Pr (n. ~ 3) ]2 = [p ( 1_p)2 + P ( l-p )3 + .... + P (l-p )1-1. ]2 
1- • 

= p ~ [( 1 ~p ')2 + ( l-p ) 3 + • .. + ( l-p ) T - 1 ) 2 

. T~2 
= 2 ( 1 )4 t 1 - ( l-p ) ] 2 

p -p 1 .. ( l-p) 

= (1_p)4 [1- (1_p)1~2]2 _ 

Thus the probpbility that.interpolation is performed is given by 
-. 

a . ;". 

" 

• r 

(4.3.5) 

\ 

(4.3.6) 



• 

• 

.. . 

.. 

. , 

./ 

• 

--_ ..... _-_._-~-------------

4 T-2 2 • 
(1-p) [1 - ( l-p ) . J x Pt ( Â 1 =11 unIt) 

TypiçaJ vaiues are p = 0.2, T ::It-32.and Pr ( Âl ;:; 1 unit):.. 0.15. Hence, 

'" 
Pr ( interpolation ,) ... 0.06144. 

We shall "ext derive the m.s. \ error introduced by three different algorithms. 
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\ (4.3 .. 7) 

(1) Soppo$e' we interpolate by construeting g stflJight ~ine betweef. 

1 sample before and 1 sample gfter the contour as shown in Fig. ".3.2, independent 

of the size of the run lengths • 

i-l i 

fIGURE 4.3.2 . ALGORJTHM 1 

, . 

Hl 

• 

. , let A denote tfle si~e of 1 unit iump. Then, error in the ith 

Il IOmple is T' The m ••• enor is 

T 
r, 2 

m.s.e. = E t e i ]= l (4.3.8) . 

'=3 

'r 

h1~ , 

.... ."" "L ~ __ .... ~ J ~ 

, < 

~ ~ ... ~ • ~_.1 .. .'.- .-:.. 

" .. ...... a. 
, , 

:-':,.ç\ ~ 
.J-"''",'-

.- ~? 
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Since the present algorithm constructs the straight line independently of the run-Iengths, 

e.
2 

is 0 constant equôl ta 
1 • 

m.s.e. = 

c • 

., 2 . 
:::: ~ " Pr)( interpolation) 

4 T-2 2 A2 
:::: (1-p) [1 - (l-p } ] "4 x Pr ( A) (4.3.9) 

If we assume that ther~ is no aperature error in the zero order predictor, then Â 

has the size of 1 quantum step e~ual ta f where 2
k 

is the number of quantizer .. 

levels. 

For p;::: 0.2; T = 32, k = 5 and Pr ( A ) = 0.15, 

m.s.e. -
0.06144 1'" 1 
-,,---x -rn- .,.. 0.01536 x ..,.,.' 

4 21v 21~ 

r.m.s. error ... 0.00388 

Th • t' • h ,1 nd th e quanhza Ion error 15 t e system 15 ~ a e 
12 

r. m,s. value """ 0.00902 
r 

Interplation error ;s about 40% of the quantization error, which is ac~eptable if it 

lucceeds in 5uppressing the contourin'g effect. 
, , 

(2) SuPPOse that we ~w change our. interpolation al~r;thm luch that 

the reconstructed fine is dependent on the run-Iengths ni and n
2 

as cMnoted in 

Fig. 4.3.3. 

\ 
.' , ...... " .. ,.:1 

1 



• 

• 

FIGURE 4.3.3 

,-

_--A 
.... ~ 

" 

--- n2 

ALGORITHM 2 

The shorter of the two runs is determined. Suppose that n, is 
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_ n
1 

smaller thon n
2

. Let n equal to [T] where [x) denotes the integral part of 
n, • n , 

x. Start interpo 'otion from [T ] bock From contour to ["'2] aher the contour 
1 

using Iinear interpolation. It is obvious that for 011 cases the interpolation cuts 

fhe contour at the hal~ point. As an example, suppo~e n, = 5, n2 = 7. 
> 

Then n, is chosen a~d n = 5 ' 
[~ ~ = 2. Thus the interpolator wou Id sfart at 

, 
2 samples bock f~m the contour and end at 2 samples after the contour. 

Lét 

_ n, n
2 

n = [T] or [T] (4.3.10) 

The probability of a run of n, followed,by a 'run of n
2 

with one unit jump in .. " 

between is 

n -1 n -1 
1 2 

(p(l-p) J[p(1 .. p} ]xPr(A) 

o 

/ 

(4.3.11) 

.' 

J" ~, 

1',.-,..' 

, -
1 ~ " '" 

, 1 1 ~ - ,,;:. __ t 



/ • 

... 

.. 

• 

The squ~re error mOde in th is case; is 

= A 
2 

+ 2.. ' [1
2 + 22 + ... + (n-1 ) 2 ] A 

2 

4 (2n)~ . 

He!lce, 

. 2 . 2 r 

= ~ + Â [ii (n- 1 ) ( 2n- 1 ) ] 
4' 3(2n)2 

, 1 

m • .s.e'. = 

n =3n =3 
2 1 

The computer has heen used to generate the result for p ,,; 0.2, Pr ( A) = 0.15, 
(' • - .1 

T = 32. The result is . 

For k = 5, 

1 
m.s.e. = 0.0244 x :-2k' 

2 

r. m.s. = 0.156 x 1 
21 

, 
r. m. s. error = 0.00488 

-r" 

This algorithm off~rs more fle~ibility thon the first algo~ithm ond yet maintaining 

an acceptable le,vel of the r.m.s. error 

, 
", 
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(4.3.12) 

(4.3.13) 

. \. 
(4.3.14) 

(4~.15) 
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(3) Suppose that we use the following algorithm: 

"1 n n2~ 
Let n, and n

2 
be the run-Iengths. Let ,["2 ] and lT] be the 

. "'"2 r "l' 
integral parts oF '"2 and '2 1 respectively. Start From (T] samples bock and 

n
2 

interpolate till (T] samples after the contour. As an example, n, = 5, 
n nt. 

n2 = 9. Hence [.;] = 2 and [ 22 J = 4. Thus,the interpolation storts From two 

samples bock and ends at 4 sampi es afterthecontour, as show" in Fig. 4.3.4. 
(' 

let 

,0 

A ------- --
n1 

<:;> C· 

FIGURE 4.3.4 ALGORITHM 3 

n' = 

f 

n n 
[ 1]+[2'J T T 

'The square errar one makes in th is case is 

~ 
"2 --, 

n, 2 
2 1 2 2 2 ([2 ]-1 ) 1 2 2 2 

e ;=((--) +(-) + ••• + 2 J+(-) +(--) + ... + 

" 
n' n' (n' ) n" n' 

,- . 

(4.3. 16) f 



• 

• 

Thus the m. s • e. is 

l' 

T 
\' 
L 

T n +n -2 
L (l-p) 1 ~ 

n =3 n =3 
2 1 
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(4.3 .. 18) 
2 

p' Pr ( Â ) 
2 

e -

A computer program has been written to generate the result for p;:;: 0.2, Pr ( Â) = 

0.15,' T = 32. 

. For k = 5, 

m.s.~. = 0.4075 x ~ 
2"'K 

1 
r.m.s error = 0.638 x '""3" 

2 

= 0.0199 

Thus thê increase in r.m.s. error is quite signifiea,nt. From the standpoint of r.m.s 

error, the second algorithm is more acceptable thon this one. But, one Ill/st not 

forget that the sink in the syste m is the human observer. Hence, even though a 

large r. m. s: error is introduced in the third algorithm, its ability .tcc;mbat . 
contpuring effect might be sueerior. No definite conclusion con be drawn at this 

point unless a subjective test is done to test the different methods. 

The effect of channel errors on the zero-order predictor has been 

disçussed in Chapter III. lt"is more sensitive to transmission erron like most data 
/ 

~ 

compression systems. But, it is passible to improve the situation by takin§ . . 

l' advant~ge of the line-ta-Une correlation. If an errar is detected in a Une, we 

Jimp'y have to repeot the previous Une. 

\ • 

.' 
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,\ 

• 
The total m.s.e. of the system con be obtained by adding the 

interpolation error to the ~ystem error of a run-Iength encoded system obtained in 

Chapter '", equation 3.2.28. The resulting r ~m.s. error. is plotted as q function 

of the bit error probability in Fig. 4.3.5. , 

4.4 Sensitivity Weighted Error 

As has been pointed out before, the root-meon-squar-e error is oot 

the correct fideli.ty~~n for pictures. It has been shown that pictures w~i~h are 
..... ~ . .. 

subjectively optimal are quite different from pictures optimized in the mean square 
. 

error sense. Thus one may cqnc lude that the' sensitivity function of the human eye 

" has to be taken into consideration, resul~ing in the definition of the "weighted 

system error". It is calculated for any system by averaging the product of the 

power spectral density of the system error and a non-negàtive weighting function 
.. 

over a certain frequency band. The weighting functi~p scales the power-spectral 

density of the error,5O that at each frequency the contributiqn of the error power 

to the fidelity criterion de pends on the sensitivity of the human obser.ver to the 

picture noise at that frequency. 

Suppose that the frequency response of the human visual system is 

S ( f) and the power spectral density of the noise is G ( f), then the weighted 

power is given by . 

CD 

E= J S(n G(f)df 

-CI) 

1 
"i 

(4 ..... 1) 
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~ 
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It may be seen that the use of interpolation replaces the contour by a 

o lower frequency·structure. Since the sensitivity function has an attenuation effect 
~ 

at low frequencies, the actuol weighted error power at th~ eye is expect~d to be 
o . 

Jess th an, the weigbted erro; ~wer. This corresponds to the reductjon of the contourlng 

, effect in a subjective test. 

r 

• 

, 

'. 

e 

'~.' " 
~. , 

' ... ,_,' ~ J ",i~ 

• 

l , 

.' . - , . 
~ ::' l~~,,', i~ _ ~ 
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CHAPTER V 
.. 

CONCLUSION 

Certain techniques which achieve dtJta compression have b~en con-
. 

sidered in this thesis. Chapter 1 int!~duced the significancé of dato, compression: . 
{ 

Three compression ratios which have been most commonly used as figures of merit for 

compression systems were defined. Classifications of data compression systems accor.ding 
c 

t~ technique an"d their effect on the signats were given. Picture codilig was discussed 

in Chapter Il in the light of bit-rate and bandwidth reduction. Particular emphasis 

has been placed on zero-order prediction-run length encoded systems,. DPCM system~ 

end transform coding. l.c 

.J The effect of trOl)smissi.oo errars on the .. systems were. ~nolysed in 

Chapter III. Most data compression sc.hemes were found to be rJlore vulnerable to 

transmission errors. Although well-designed DPCM systems will reduc~ quantization 

noise from the corresponding PCM system, the y suffer more frtml channel errors thon 

PCM. For bit error probabilities of 10-6 or ~ore, the r.m.s. error of the compressed 

" systems starts to in,crease armost expon~ntially, and is therefore unacceptable. For 
,.' 

practical channels where PB < 10-6 , it is possi~le to achieve bandwidth reduction 

~ith only a smalt signal degrodation as compared to the uncompressed system. Trans-

form picture coding, however, oHers a certai~ immunity to channel erron by averaging 

out each error over the whole ensemble of picture elements, thus prociJcing a less 

annoyi~g eH. the eye thal the "salt-and-pepper" pattem present in ~onven~id1al 
PCM transmi ss; on. The use of transform methods in con iunction with black coding 

also reduces the bit rate to a level comparable t~ that of DPCM systems. 

. .. 
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One could, in principle, reduce the bit rate by qllantizing t,he 

signal wit'" fewer levels. Quantizatim with fewer thCJ1 64 levels will introduce a 

" 
contouring..effect which isparticulorlynoticeable in large oreas of unifonn brightness. 

" , 

A reconstruction algorithm using linear interpolation at the contours has, been intro-

duced in Chapter IV. Although this technique might suppress the contouring effect, 

" 
it would olso introcilce a new'source of error. Stoti~tical analysis of this error source 

is presented. For cert~in olgorith1ns-, the r.m.s. error does not significantly differ 

from that of uninterpolated cases. 

It w9s olso noted that although r .m.s. error gives ';ndicati~s of 

system performance in som~ cases, it is not a proper criterion for m~st pictorial data • 
, 

Because the human observer is the sink in the system, subjective evoluation of the 

.' 
technique is indispensable for further investigation. 

f 

" 

J 

6 

? 

", 



• 

• ' 

li 

145 

REFERENCES 

1. D.R. Weber, liA Synopsis on Data Compression", Proc. Nat. Tel. Conf., 1965. 

2. G. Husson, "Data Compression Systems", M.Eng. Thesis, McGill U., 1970. 

3. G.l. Rega'~ liA Unified Approach to Digital T~ Compression", Proc. Nat. 

Tel. Conf., 1965. 

4. l. D. Davisson, "The Concept of Energy Compression Ratio and Its Application 

5. 

6. 

to Run-Iength Coding", Final Report, 1966, Session of the Goddard 

Summer Workshop. 

l. D. Davisson, "Infonnatioo Systems", Goddard Summer Workshop Repo~, 

1966. 

C. M. Kortman, "Redundancy RecLction - A Practical Method of Data Com­

pression'", Proc. IEEE, vol. 55, na. 3, pp. 253-263; March 1967. 

• 

7. 1. J. Lynch, "Data Çompressionj~ith Error-control Coding for Spoce Telemetry", 

NASA Tech. Report, NASA TR~ R-261, June 1967. 

8. H. 81asbal9 and R. Van 8lerkom, IIMessage Compression", IRE Trans. on 

Spoce Electronics and Telemetry, pp. 228-238, Sept. 1962. 

9. C.A. Andrews, J.M. Davies and G.R,. Schwarz, "Adoptive Data Compression", 
n • 

Proc. IEEE, vol. 55, no. 3, pp. 267-277, March 1967: 

10. H.N. Massey, "An Experimental Telemetry Data Compressor", Proc. of Nat. 

" ( Tel. Conf., pp. 25-28, 1965. , 

. 11. \-, L. W. Gardennire, "Redundancy Reduction: the Key to Adoptive Techniques", 

Proc. Nat. Tel. ConF., ,June 1964. 

12. A. V. Balalcrishnan, "An Adaptive Nonlin~r Data Pre cl c tor" , Proc. Nat. Tel. 

Conf., 1962 • 

, , 



• ~' 

• ~ 

13. 

14. 

15. 
\ 

16. 

17. 

18. 

# 

j 

.., R. L. Kutz, J. A. Sciulli and R. A. StQmpfl, Il Adapti ve Dàta' Compressi on for 
, . .. . 

Vi8eo Signais", I\dvances in Communication Systems, ft,cademic Press, 
, / 

vol. 3, 1'968.' 

P. Elias, "Predicti v.e Coding - Part I", IRE Trans. on Inf. Theory, vol. IT .:. l, 
~ 

. pp. 16-33, March 1955. 

M. Kanef:y, IIOatoCompression Using Bit-plane Encodi~g",. Conference on 

Adoptive Telemetry, Goddard Spoce, Flight Centre, 1967. ' 

G.R. Schwarz, "Buffer Design for Dota Compression Systems", IEEE Trans. 
Q 

'. 00 Corn. Tech., ~ol. COM-16, August 1968. 

J.E. Medlin, "The Preventioo of Troosmiss~ Buffer Overfl,ow in Telemetry 

, Dota Compressors", IEEE Trans. on Corn. Tech.~ vol. ÇOM-16, Feb. 1968.' ~ 

L. D. Davisson, "The Theoretical Anolysis of Dota Comprè~ioo System~Proc. 
IEEE, Feb. 1968. 

19. T. S. HUCI'lg, W. F. Schreiber ood O. J. Tretiok, "Image Processing", Proc. 

IEEE, vol. 59, no. 11, Nov. 1971. -20. W.F. Schreiber, "The Meo$Orement of Third Order Pfobobility Distribution of . 

Television Signais", IRE Trans. 00 I~f. Theory; vol. IT-2, pp. 94-105, 

Sept. 1956. 
., 

21. E.R. Kretzmer, "Statistics of TV Signais", BSTJ, vol. 31, p. 763, July 1952. 

22. P. Elias, nA Note on Autocorrelation and Entropy"<# Proc. IRE (Correspondence), 

vol. 39., p. 839, July 1951. ~ . 
), 

23. L. E. Franks, -A Model for: the Ran'dom Vide~ Process", BST J, vol. 45, !Jo. S, 

"- pp. 609-629, April 1966. .' * 
24. 

25. 

D. Estoumet, "Etude Statistique d'un. Signà~ d'i~e"! ,I,'Onde Electrique, 
, ' 

Sept. 1969 • 

D. Estoumet, "Compression d'information de Si~aU~ d'images par les Systems 

Differentiais Codes-, .. Onde Elec:triq~e, Sept. 1969. 

-. 

o ' 



• 

• 

147 

• 
26. AI.J. Seyrer-and Z. L. Budrikis, "Detail Percepti?n after Scene Changes in 

Television Imçrge Presentations", IEEE Trans. on Inf. 'TheorYI VoL 11-11,. . ' 

27. 

28. 

Jan. 1965. ; 

N. G: Deriugin, "The P;wer Speclrum a?d the Autoco~n of the 

Television Signal ll , Telecommunications, Vol. 7, 1957 . 
./ . ~ 

J.H. lanning èmd R.H. Bottin, "Random Processes in Automatic Control lt
, 

McGraw Hill Book Co., N. Y., 1965. 
~ _. 

29. S. Narayanan and l. E. Franks, "the Spectra of Digitally Encoded Video 
. l 

Sign~ls", Int. Conf. Corn., Denver, June 1969. 

30. J.J. De Palma and LM. Lowry, "Sine-wave Response of the Visual System, 

Il Sine-wave and Square-wave Contrast Sensitivity", J. Opte Soc. Am., 

Vol. 52, pp. 328-335, March 1962.' ) 

3~. , Cl ~ A. D. Jowler 1 "Observer Reaction te low-frequency Interfere e in 

Television P~ctures", Proc. IRE, Vol. 39, pp 1332-1336, ct. 1951. 

32. . D.H. Kelly, "Visuol Responses to Time-dependent Stimuli lt
, J. Opte Soc. 

Am., Vol. 51, pp. 422-429, 1961. .... ). 
>'!r ' 

, . 
33. R.B; Marimont, "linearity and the Mach Phenomenon", J. Opte Soc. Am., 

Vol. 53~ pp. 400-401, Morch 1963. 

34. S.S. Steve!'!.s, llljefndbook of Experi~ntal Psychology", N. Y. Wiley, 1951. 

35. G.Bi-ernsOn, liA Feedback-control Model of Human Vision", Proc. IEEE, 

Vol. 54, pp. 858-872; June 1966. . 

36. O;W. Hamlyn, "The Psychology of Perception", N. ~., The Humanities 

37. 

Press, Inc., 1957. , 

G.G,. Higgins and L.A. Jones, "The Nature and Evaluatioo of the Sharp1ess 

of ~hotographic Imoges", J. Soc. Motion Pictures and TV Engineers, 
...". 

Vol. 58, pp. XTl-290, April 1952. 



• 

. '-

• 
• 

148 

38. R. P. Kruger, "Computer Processing of Radiograph ic Images", Ph. D. 

39. 

40. 

Dessertation, U. of Missouri, 1971. 

W.F. Schreiber, "PicfureCoding",.Proc,'IEEE, March 1967. \ " 

L. G. Roberts, "Picture Coding Using Pseud~-random Noise" ;lRH-ans. 

lof. Theory, V~1. IT-8, Feb. 1962. 

R: E. Graham, "Subjective Experiments in Visual Communication", IRE 
\ f':Jat. Conv. Record, Vol. 6, pt. 4, pp. 100-106, 1958. 

42. D.P. Peterson and D. Middleton, "Sampling and Reconstruction ofWave-

numbe .... limited Functions in n-dimensional Euclidean Spaces", Inf. 

Control, Vol. 5, pp. 279-323, 1962. 

43. T. S. Huang and O. J. Tretiak, "Research in Picture Processing", Opt. and 

Electro-oplical Inf. Processing Tech., Cambridge, Moss.: MIT Press, 

Chapter 3, 1965. 

44. D. N. Gra~am, "Optimum Filtering to Reduce Quantization Noise", 

M.S. Thesis, MIT, }avf962. 

45. 8. lippel and M. Kur/and, "The Effect of Dither on Luminance Quantization 

oftPictures", IEEE Trans.- Com. Tech., Vol. COM-19, No. 6, Dec. 1971. 

46. J.O. limb, "Design of Dither Waveforms for Quantized Visual Signais", 

47. 

48. 

49 • 

BSTJ, Sept. 1969. 

J.E. Thompson, "A 36 M bits/s. T!levision Codec Employing Pseudorandom 

Quanti:zation", IEEE Trans. on Corn Tech., Vol. COM-19, No. 6, Dec. 

1971. 

• 
J.J. Stiffler, "Space Technology Vol. 5, Telecommunications", NASA SP-69. 

, C. Cherry et al., "An Experimental Studyof the Possible Bandwièfth Compression 
c 

of Visuallmage Signais", Proc. IEEE, Vol. 51, Nov. 1963 • 

• 



• 

• 

• 

... 149 -

. 1 

• 
50. J. Capon, liA Probabilistic Model fo~ Run-Length Coding of Pictures lt

, f' 

IRE Trans. Inf. Theory, Dec. 1959. 
• 

51. P.C. Goldmark and J. M. Hollywood, "~ New Technique for Improving the 

52. 

53. 

. , 
Sharpness of Television Pictures", ~roc. IRE, Vol. 39, pp. 1314-1322, 

Oct. 1951. 
.. 

• ... 
A. J. Seyler, "Statistics of Televis'on Frame Differences", Proc. IEEE., , 

Dec. 1965. 

N. V. Philips, Gloeilampenfabrie 

238. Applied for May 23, 1949, 

987, 

54. C.C. Cutler, "DifferenJial Quantization of Communication Signais", U.S. 
~ .. 

Patent No. 2,605,361, July 29, 1952. 

55. M. R. Aaron, J. S. Fleischiner, R.A. Mc Dona Id ~d E. N. Protonotarios, 

"Response of Delta Modulati.on to GQussi~n Signais", BSTJ, Vol. 48, 

pp. 1167-1195, May-June 1969. 

56. R.A. McDonald, "Signal-to-Noise Performance and Id le Channel Performance 

of Differentiai Pulse-Code-Modulation Systems with Particular Applications 

to Voice Signais", BSTJ, Vol. 45, Sept. 1966. 

57. ,R. Y:I. Donaldson and R. J. Douville, "Analysis, Subjective Evaluation, Opt-

imization, and Comparison of the Performance Ca,pabllities of PCM, DPCM, 

AM , AM, PM Voice Communication Systems", IEEE Trans. Com Tech., 

Vol. COM-17, No. 4, pp'j'-431, Aug. 1969. 

58. ,J. Yan and R. W. Donaldson, "Subjective Effecfs of Channel Transmission 
Cl 

59. 

Errors on PCM and OP CM Voice Communication Systems", IEEE Trons. 

on Com. Vol. COM-20, No. 3, June 1972. ' 

K. Y. Chang and R. W. Donaldson, "Analysis, O~timization and Sensitivity 
, ~ 

Study of Differentiai PCM Systems Operating on Noisy ComlftJnication 

Channels", IEEE Trans. on Com. 1 Vol. COM-20, No. 3, June 1 V12 • .. 

o 
- -- _·_-~~~~-_":'-_-_____ lIIIIIIIr .. : ____ _ 



• 

,-

• 

60. J.B. O'Neal, ~elta Modulation Quantizing Noise Analytical and 

Computer Simulation Results for Gaussian and TV Input Signais", 

BSTJ, Vol. 45, pp. 117-142, Jan 1966. 

61. J. B. 'b 'Neal, "Predictive Quantizing Systems (Differentiai peM) for 

the Transmission of Television Signais", BSTJ, Vol. 45, Mar 

June 1966. 

62. , J. B. O'Neal , liA Sound on Signal-to-Quantizing Noise Ratios for 

DiEJital Encoding Systems", Proc. IEEE, Vol. 55, pp. 287-292, 

March 1967. ' c.... 

63. K. Nitadori, "Statistical Analysis of A PCM", ElecJronics and 

Communic,ations in Japan, 48, No, 2, Feb. 1965. 

150 

64. A. Papoulis, "Probability, Ran~om Variables, and Stochastic Processes", 

McGraw Hill Book Company, Inc. 1965. See Chapter 11, p. 385 H. 

65. P. F. Panter and W. Dite, "Quantization Distortion in Pulse-count-

modulation with Non-uniform Spacing of levels", Proc. IRE, '39, . \ pp. 44-48, Jan. 1951. 

66. A Habibi, "Comparison of n th order OP CM Encoder with Linear Transformations 

and "Block Quantization Techniques", IEEE Trans. Corn Tech., Vol. 

COM-19, No. 6, De~ 1971. 

67. E.G. Kimmeand FF.l<uo, "SynthesisofOptimal Filters fora Feedback 

Quantizotion System", IEEE Trans. on Circuit Theory, CT-10, No. 3, 

pp. 405-413, Sept. 1963. 
[ 

68 H.A. Span9 and P .M. Schultheiss, "Reduction of Quantizing Noise by the 

Use of Feedbock", IRE Trans. Corn. Systems, p. 373, Dec. 1962. 

69. M. Fulcada, "Private Notes on OPCM Systems" 1 McGill Univenity .. 

, ' 

.', 



~-- -

• 
.. 

(j 

• ' 
p 

151 

70. B. Smith, tllnstantaneo-usCompandingof'QuantizedSignals", BSTJ, Vol. 

36,pp.44-48,Jan.1951. 
... 

71. L. C~ Wilkins and P .A. Wintz, "Bibliographyon Data Compression, Picture 

Properties, and Picture Codir'lgn, IEEE Trans. on Inf. Theory, Vol. 1T-17, 

No. 2, March 1971. fi 

72. A.H. Frei, H.R. SchindlerandP. Vettiger, "An Adaptive Dual-lt}Ode 

Coder/Decoder for TV Signals ll
, IEEE Trans. Corn. Tech., Vol. COM-19-# 

No. 6, Dec. 1971. 

73. W. F. Schreiber, T. S. Huang and O. J. Tretiak, "Contour Coc{ing o'f lmages~', 

WESCON Conv. Record, Aug. 1968. 

74. D. N. Graham, Il 1 mage Transmission by Two-dimensional Contour Coding", 

75. 

Proc. IEEE, Vol. 55, pp. 336-346, March 1967. 

H. C. Andrews, "Techniques in Image Processing", Academie Pre,s5 1970, 

N. Y. London. 

76.0 H. P. Kre"lr and M. V. Mathews, "A linear Coding for Transmitting a Set 

of Correlated Signais", IRE ,Trans. on Inf. Theory, 1T-2, pp. 41-46, 

'fr Sept. 1956. 

77. H.l. Van Trees, "Detection, Estimation, and Modulation Theory, Part 1", 

John Wiley and Sons 1 ne. , N. Y., London, Sydney. 

~ . 
78. G.B. Anderson and T.S. Huang, "Piecewise Fourier Transformation for Picture 

- Bandwidth Compression", IEEE Trans. Corn. Tech., Vol. COM-19, No. 2, 

April 1971. 

"" 79. G. D. Bergland, liA FFT Algorithm for Real-valued Series", Communications 

80 . 

of the ACM, Vol. 11, No. 10, pp. 703-710, Oct.. 1968. 

G. D. Bergland, liA Guided Tour of the FfT", IEEE Spectrum, pp. 41-52, 

July 1969. 

" " 



• 

""\ ' 

• 

81. 

152 

C. Bingham, M.D. G~frey and J.W. Tukey, "Modem Techniques of 

Power Spectrum Estimation", IEEE Trans. on Audio and" Electroacoustic, 
," 

Vol. AV-15, No. 2, pp. 56-69, June 1967; 

82. E.O. BrighamandR.E. Morrow, "The FFT" , IEEE"Spectrum, pp. 63-70, 

Dec. 1967 •• 

83. W.T. Cochran, J.W. Cooleyet. 01., "What is the FFT?", IEEE Trons. an 

Audio and Electroacoustics, Vol. AV-15, No. 2, pp. 45-55, June 1967. 

84. J.W. Cooleyand J.W. Tukey, "An Algorithm for the Machine Calculation 

85. -

86. 

87. 

of Complex Fourier Series", Math. of Comput., Vol. 19, pp. 297-301, 
r 

April 1965. 

R. C. Singleton, "A Method for Computing the FFT with Auxiliary Memory 
...... 

and limited High-speed Storage", IEEE Trans. on Audio Electroc:icoustics, 

Vol. ,\V-.15, No. 2, pp. 91-97, June 1967. 

W.K. Pratt, J. Kane and H.C. Andrews, "Hadamard Transform Image 

Coding", Proc.. 1 EEE, Vol. 57, No. 1, Jon. 1969. 

H.C. Andrews,"A High Speed Algorithm for the Computer Generation of 

Fourier Transforms", IEEE Trans. Computers (short notes), Vol.' C-17, 

pp. 373-375, April 1968. 

88. ' P .A. Wintz, "Transform Picture Coding", Proc. IEEE, Vol. 60, pp. 809-820, 

July 19n. 

89.<> R.E. TottyJand G.C. Clark, "Reconstruction Error in,WaveformTransmission", 

IEEE Trans. rnf. Theory (Corresp.), Vol. 1l-13, pp. 336-~, April 1967. 

90. S. Karp, "Noise in' Digital-to-analog Conversion due to Bit Errors", IEEE 

91. 

Trans. Vol. SET-lO, No. 3, Sept. 1964. 

R.G. Gollager, "Information TheoryOand Re)iab1e Convnunication", John 

Wiley and' Sons Inc., 1968, pp. 52-55 • 



• 

.~ 

• 

92. • 
G.S. Robinson and R.L. Granger, "Fast Fourier Transform Speech 

Compression", Proc. 1970·IEEE Int. Conf. Communications paper 

26-5, June 1970. 

153 

93. H.a. Dwight, "Tables of Integrais and Other Mathematical Dotal', The 
o 

\ MacMillianC?" N.V: 1961: 

94. J. J. Y. Huong and P. M. Schultheiss, ttSlock quantization of corr~'ated 

95. 

/ 

96. 

Gaussian Random Variables", IEEE Trans. Com. Syst., Vol. CS-11, 

pp. 289-296, Sept. 1963. 

S.J. Companella and G.S. Robinson, liA Comparison of Orthogonal 

Transformations for Digital Speech Processing", IEEE Trans. Com. 

Tech., Vol. COM-19, No. 6, pp. 1045-1050, Dec. 1971. 

J. Deregnaucourt and G. Husson, "Reconstruction Des Images Codes 

Par Interpolation Anticipee", IEEE Int. Conf. on Conf. on Communications, 
June 1971. 

\ 
" 

o 


