
#### Abstract


We study in this thesis three subjects which are:
Cumulative Renewal Processes, Stochastic Control and Gradient Estimation.
The first subject is inspired from Smith's work on cumulative processes and the early part of Glynn and Heidelberger's paper on bias properties of budget constrained simulations.

We develop for this class of cumulative processes, new methods for evaluating explicitly and asymptotically arbitrary moments of a product of $n$ distinct cumulative vector renewal reward processes termed $N(t)$ and $N(t)+1$ cases. A combinstorial approach is used to derive such moments. The analysis developed hinges on an expression of the moments in terms of the cumulants of the underlying time renewal sequence, and is founded on the recognition that certain sets of random variables are conditionally exchangeable. This gives rise to equivalence classes for the case $N(t)$, and to expectation summable classes for the case $N(t)+1$. Besides that, the theory of martingales is used for the case $N(t)+1$, where we generalize asymptotically Wald's fundamental equation in the discrete time.

The second subject is devoted to the study of optimal control problems of linear stochastic continuous-time systems, when the continuous time domain is decomposed into a finite set of $N$ disjoint random interval of the form $\left[t_{i}, t_{i+1}\right]$, where a complete state observation is taken at each instant $t_{1}, 0 \leq i \leq N-1$. We consider two optimal control problems termed (piecewise) time invariant control and time variant control. Concerning the observation point process, we consider first, the general situation where the increment intervals are i.i.d.r.v.s with unspecified probabilistic distribution. Second, the exponential distribution is considered. In this context, optimal control law are obtained for both control problems.

The third subject is concerned with the interplay between gradient estimation and ratio estimation. Given unbiased estimators for the numerator and the denominator of a ratio, as well as their gradients, joint central limit theorems for the ratio and its gradient are derived. The resulting
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confidence regions are of potential interest when optimizing such ratios numerically, as for sensitivity analysis, with respect to parameters whose eact value is unknown. We discuss briefly low-bias estimation for the gradient of a ratio

## Résumé

Nicus étudions dans cettre thesc trois sajets qui sont:
Processus Cumulatifs de Renouvellement, Controlle Stochastique et Estimation du Gradient.
Le premier sujet est inspirt du travail de Smith sur les processus cumulatifs et la partie du debut de l'articie de Glynn et Heidelberger sur les proprietes du biais des simpulations avec contraintes de budget. Nous développons pour cette classe de processus cumulatifs, des nouvelles méthodes pour évaluer explicitement et asymptotiquement des moments arbitraires d'un produit de $n$ processus cumulatifs de renouvellernent avec gain à valeur vectorielle appelés les cas $N(t)$ et $N(t)+1$. Une approche combinatoire est mise à contribution pour obtenir de tels moments. L'analyse développée dépend des expressions des moments en termes des cumulants de la suite des temps de renouvellement sous-jacents, et est basée sur la reconnaissance que certains easembles de variables aléatoires sont conditionnellement interchangeables. Ceci donne lieu à des classes d'equivalences pour le cas $N(t)$, et ì des classes sommables d'espérances pour le cas $N(t)+1$. En plus, la theorie des martingales est utilisée pour le cas $N(t)+1$, où nous généralisous asymptotiquement l'équation fondamentale de Wald a temps discret.

Le deuxième sujet est voué a l'étude des problèmes de contrôle optimal des systèmes stochastiques à temps continu, lorsque celui-cie est décomposé en un ensermble fini de $N$ intervalles aléaioires disjoints de la forme $\left[t_{i}, t_{i+1}\right)$, où une observation complète de l'état est prise à chaque instant $t_{i}, 0 \leq i \leq N-1$. Nous considérons dans ce cadre, deux problèmes de contröle appelés contrồle invariant par rapport au temps (par morceaux) et contröle variant par rapport au temps. Au sujet du processus ponctuel d'observations, noue considérons en premier lieu, la situation générale lorsque les accroissements des intervalles sont des v.a.i.i.d. sans specifier la loi probabiliste. Ensuite, la distribution exponentielle est considéré. Dans ce cadre, les lois de contröle optimal sont obtenves pour les deux problèmes.

Le troisième sujet traite des effets combines entre l'estimation du gradient et l'estimation du quotient. Ayant des estimateurs non-biaisés pour le numérateur et le dénominateur d'un quotient,

## Resume

de méme que pour leurs gradients, des thérèmes limites centraur coajoints pour le quotient et son gradient sont obtenus. Lea régions de confiance qui en résultent sont d'un intérét potentiel lorsqu'on optimise de tels quotients numériquement, ou pour analyse de sensitivite, par rapport aux paramètres dont la valeur eracte est inconnue. Nous discutans brièvement de l'entimatior du faible-biais pour le gradient du quotient.
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## The following contributions are made in this thesis:

- Expectation of a product of summations of $n$ distinct cumblative vector renewal reward processes, termed $N(t)$ and $N(t)+1$, are considered and analyzed in full detail.
- The product of random variables occurring in $P_{n}(t)=\prod_{\ell=1}^{n} \sum_{i=1}^{N(t)} Y_{i}^{(\ell)}$ is partitioned into equivalence classes for the case $N(t)$.
- An asymptotic expression for $E\left[P_{n}(t)\right]$ is obtained, and a recursive scheme is given for generating monomials occurring in $E\left\{P_{n}(t)\right]$.
- The product of random variables occurring in $P_{n}^{\prime}(t)=\prod_{t=1}^{n} \sum_{i=1}^{N(t)+1} Y_{i}^{(\ell)}$ is partitioned into expectation summable classes for the case $N(t)+1$.
- An asymptotic expression for $\mathrm{E}\left[P_{n}^{o}(t)\right]$ is obtained, thus generalizing asymptotically Wald's fundamental equation in discrete time, and a recursive scheme is given for generating monomials in $E\left[P_{n}^{-( }(t)\right]$.
- Linear stochastic continuous systems are considered where the time domain is decomposed into a finite set of disjoint half-open random intervals, where observations are taken at the initial instant of each interval. For such systems, two control structures are considered; piecewise-time invariant and time variant controls. Optimal control laws are obtained for both cases.
- A confidence interval methodology for estimating the partial derivative of a ratio is developed and a joint central limit theorem for the simultaneous estimation of the entire gradient is obtained. A low bias estimation for the gradient of a ratio is given.
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## Introduction

This thesis is the result of several papers in the area of applied probability and related topics. There are three subjects addressed in this thesis:

First: Cumulative Renewal Processes
Second: Stochastic Control
Third: Gradient Estimation
Chapters 2, 3 and 4 are motivated by applications of renewal reward processes in the areas of electrical engineering as well as in management science.

Indeed, the random variables introduced and analyzed in these chapters, symbolically written as $Y_{i}^{(l)}$, have a concrete interpretation and diverse practical applications. For example, consider the context where we have a dam, to which we associate random variables $Y_{i}^{(1)}, Y_{i}^{(2)}$ and $Y_{1}^{(3)}$ respectively representing the amount of rainfall, water extracted and electricity sale during the $i$-th subinterval of time.

The length of each subinterval is defined by the time between the onset of two successive rainfalls. We observe these variables in the interval $[0, t)$. Let $N(t)$ be the number of renewal times (number of distinct storms) in that interval; clearly $N(t)$ is a random integer variable which is known as a counting process.

It is of particular interest to evaluate the joint statisties of total (cumulative) rainfall, wate: extracted and electricity sale in the interval $[0, t)$; symbolically expressed as: $E\left[\sum_{i=1}^{N(t)} Y_{i}^{(2)}\right], E\left[\sum_{i=1}^{N(t)} Y_{i}^{(2)}\right]$ and $E\left[\sum_{i=1}^{N(t)} \boldsymbol{Y}_{i}^{(3)}\right]$; for estimation, forecasting and hydro-planing purposes.

While, ideally probability distribution functions would be bighly desirable, they are difficult to obtain. However, much information is contained in different moments of these variables: averages, variances, correlation coefficients. Furthermore, despite the fact that it is the total amounts on interval $(0, t)$ which are of immediate interest, summations on $N(t)$ renewal cycles and $(N(t)+1)$
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renewal cycles respectively constitute, lower and upper bounds $0 n$ these moments, which are easier to characterize. Thus Chapter 3 is concerned with the $\sum_{i=1}^{N(t)+1} Y_{i}^{(1)}, \sum_{i=1}^{N(t)+1} Y_{i}^{(2)}$ and $\sum_{i=1}^{N(t)+1} Y_{i}^{(3)}$ type variables.

In Chapters 2 and 3, we develop a sigorous theory and efficient method to asymptorically evaluate the above moments and more complicated forms.

We elaborate in Chapter 4 on a linearization technique to compute $E\left[\sum_{i=1}^{N(t)+2} Y_{i}^{(1)} \sum_{i=1}^{N(t)+2} Y_{i}^{(2)}\right.$ $\left.\sum_{i=1}^{N(t)+1} Y_{i}^{(3)}\right]$, which seems to be very tedious. Consequently, one can appreciate the efficiency of the alternative methods developed in Chapters 2 and 3.

Specifically, Chapters 2, 3 and 4 are inspired from the work of Smith ([10, [11]) and Murthy [9] on cumulative processes, and the early part of Glynn and Heidelberger's paper on bias properties of budget constrained simulations [8]. Briefly, their article is concerned with the problems of analyzing and producing low bias estimates from Monte Carlo simulations, within a budget constraint $t$ that represents the maximum amount of computer time allocated to the simulation.

We study in these chapters cumulative vector renewal reward processes. We develop there new methods for evaluating explicitly and asymptotically the expectation of a product of $n$ distinct cumulative vector renewal reward processes. We consider two major classes of such processes termed $N(t)$ and $N(t)+1$.

We study respectively the cases $N(t)$ and $N(t)+1$ in Chapters 2 and 3 , where we develop a combinatorial approach to derive explicit and asymptotic expressions for arbitrary moments of cumulative vector renewal reward processes. The analysis developed hinges on an expression of the moments in terms of the cumulants of the underlying time renewal sequence, and is founded on the recognition that certain sets of random variables are conditionally exchangeable. This gives rise to equivalence classes for the case $N(t)$, and to expectation summable classes for the case $N(t)+1$. Consequently, Smith's [11] asymptotic theory of cumulants is applied. Besides that, we need the theory of martingales for the case $N(t)+1$, to overcome the difficulty inherent to the analysis of the last renewal cycles involved in the summation part, which are probabilistically quite different from the other variables included in that summation part. This is the so-called renewal paradox. Chapters 2 and 3, are published as "Cahiers du GERAD" G-94-32 [2] and G-97-34 \{3], and will be submitted respectively to Mathematics of Operations Research and to Advances in Applied Probability.

As we said, in Chapter 4 we elaborate on a standard linearization technique using the characteristic function, to evaluate explicitly the expectation of a product of triple summations of cumulative processes, as the time horizon goes to infinity. This chapter provides an independent check on the
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validity of the methods developed in Chapters 2 and 3. This chapter is published as "Cahier du GERAD" G-94-13 [1].

The motivation behind Chapter 5 is the inspection paradigm, where measurements of stochastic systems for example involve certain costs. In this chapter, we have the context where, one has to implement a closed-loop control of a stochastic system and random mode of sampling is chosen as a means of observing it. The total number of observations is fixed, but the control horizom is random. The solution of the linear quadratic Gaussian regulator is generalized to this situation.

Specifically, in Chapter 5 we study optimal control problems of linear stochartic continuoustime systems, when the continuous time domain is decomposed into a finite set of $N$ disjoint random intervals of the form $\left[t_{i}, t_{i+1}\right], 0 \leq i \leq N-1$, at the start of each a state observation is taken. We consider two optimal control problems termed (piecewise) time invariant control and time variant control. Due to the information (i.e. observation structure), on each interval a state space systern with complete initial state observation is defined. Concerning the observation point process, we, first, consider the general situation where the increment intervals are i.i.d.r.v.s with unspecified probabilistic distributions. Second, the exponential distribution is considered. In this context, optimal control laws are obtained for both control problems. The class of problems studied in this chapter are open to generalization to problems which appear to be significantly more difficult in particular, there is the case where the total number of observations $\boldsymbol{N}$ is random. There is also a possible link between that case and Chapters 2 and 3. A scalar version for the time variant case, which is the scalar example 5.1 of Chapter 5 in this thesis, has been presented for the Cyprus conference [4]. Chapter 5 will be submitted to IEEE Transactions on Automatic Control.

Chapter 6 is concenned with the interplay between gradient estimation and ratio estimation. Given unbiased estimators for the numerator and the denominator of a ratio, as well as their gradients, joint central limit theorems for the ratio and its gradient are derived. The resulting confidence regions are of potential interest when optimizing such ratios numerically or for sensitivity analysis with respect to parameters whose exact value is unknown. This chapter also briefly discusses low-bias estimation for the gradient of a ratio. There is a potential link between Chapters 5 and 6 . Indeed, on the one hand, we showed in Sections 4 and 5 of Chapter 5, that the optimal cost-to-go of an arbitrary stage is expressed as infnite horizon discounted cost. On the other hand, it was shown by Fox and Glynn [6], that the infinite horizon discounted cost of a regenerative process can also be expressed in terms of an appropriately chosen ratio estimation problem. An earlier version of this chapter was given at the Optimization Days [5]. Chapter 6 is the theoretical part of a proceedings paper which was presented at the Winter Simulation Conference [7].
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## CHAPTER 2

Asymptotics of the Moments of Cumulative Vector Renewal
Reward Processses: The Case $N(t)$

## 1. Introduction: Classical Definitions and Notations

Consider a renewal sequence $\left\{t_{i}\right\} ;=1,2 \ldots$ of $i . i d$. non negative variables (time intervals). To each $t_{i}$, we associate a random vector function $Y_{i} \in \mathbb{R}^{d}, d \geq 1$, which in general depends on $t_{i}$. We assume that $\left[t_{i}, Y_{i}^{\prime}\right], i \geq 1$, is a sequence of i.id. random vectors (the components of $Y_{i}$ could be interdependent), where ' indicates vector transposition. The general problem of interest here is that of obtaining asymprotic expression of $E\left[P_{n}(t)\right]$ as time $t$ increases, where the products $P_{n}(t)$, $n \geq 1$, are of the form: $P_{n}(t)=\prod_{\ell=1}^{n}\left(\sum_{i=1}^{N(t)}\right) y_{i}^{(\ell)}$, ( $)$ refers to the $\ell^{t h}$ component of the $Y_{i}$ vector, $N(t)$ $\sum^{N(t)} \sum^{N(t)+1}$
is the random integer such that $\sum_{i=1}^{N(t)} t_{i} \leq t \leq \sum_{i=1}^{N(1)+1} t_{i}$. Such sums appear in the study of cumulative processes (Smith [16]).

Interest in this problem stems from the relation that exists between the moments of a random variable vector and its (possibly multivariate) characteristic function under the form of a Taylor's expansion around the origin. Thus, for example, if the sequence of $Y$ 's is a scalar sequence, knowledge of the asymptotic behavior of $E\left[\sum_{i=1}^{N(t)} Y_{i}\right]^{p}, p=1,2,3, \ldots$ could permit sharper estimates of the asymprotic distribution of $\left[\sum_{i=1}^{N(t)} Y_{i}\right]$ via inversion of rational approximants of the partial Taylor series expansion of the associated characteristic function $\phi(\alpha)$ around $\alpha=0$, than could allow a central limit theorem based analysis.

We write:
$\mathcal{K}_{r}^{(\ell)}=E\left[\left[Y_{i}^{(l)}\right)^{r}\right], \mu_{r}=E\left[t_{i}^{r}\right], \beta_{j k}^{(\ell)(m)}=E\left[\left(Y_{i}^{(l)}\right)^{j}\left(Y_{i}^{(m)}\right)^{k}\right], \mu_{j k}^{(l)}=E\left[t_{i}^{i}\left[Y_{i}^{(l)}\right]^{k}\right], \xi_{j k p}^{(l)(m)}=$ $E\left[{ }_{i}^{j}\left[Y_{i}^{(\ell)}\right]^{k}\left[Y_{i}^{(m)}\right] p\right] ; \ell, m=1,2, \ldots, d ; i, j, k, r, p=1,2, \ldots$.

We assume that the above moments are finite, and that the distribution of the $\left\{t_{i}\right.$ 's $\}, F(\cdot)$, is class $\mathcal{J}$ (Smith [17]), i.e, the class of distribution functions for which the $k$-fold convolution of the function with itself has an absolutely continnous component.

Obviousily $E\left[P_{n}(t)\right]$ is the expectation of a product of summations of $n$ (in general) distinct cumulative processes. For evaluating such expectations, we will require the concept of exchangeability of random variables. Also, we rely or Smith's [17] asymptotic analysis of factorial moments of $N(t)$, as well as the theory of combinatorics (Comtet [6]).

Indeed, inspired from the early part of Glynn and Heidelberger [9], our analysis hinges on recognizing that a number of products of random variables occorring in $P_{n}(t)$, have the same expectation when conditioned on $N(t)$. Subsequently we classify these random variables into conditional expectation equivalent classes, and the cardinality of each class is expressed in terms of $N(t)$. Finally, the asymptotic behaviour of the expectation is expressed in terms of the asymptotics of $N(t)$ as $t$ goes to infinity.

This chapter is organized as follows. A reminder of the concept of exchangeability of random variables is presented in Section 2. A study of the asymptotic behaviour of $E\left[P_{1}(t)\right]$ and $E\left[P_{2}(t)\right]$ is given in Sections 3 and 4 respectively. The results are well known but these two sections constitute an illustration of the main steps of our methodology on relatively simple cases. We present in Section 5 useful elements of combinatorics and exchangeability results essential in partitioning the product of random variables in $P_{n}(t)$ into equivalence classes. In Section 6, we give an asymptotic expression for $E\left[P_{n}(t)\right]$. Detailed calculations for evaluating explicitly the asymptotic expression of $E\left[P_{3}(t)\right]$ are carried out in Section 7. Finaliy, a recursive scheme is given in Section 8 for generating $P_{n}(t)$ occurring in $E\left[P_{n}(t)\right]$. Note that Jensen's paper [10] addresses the same issues, but for $E\left[\left(\sum_{i=1}^{N(t)} Y_{i}\right)^{k}\right]$, and the analytical methods are quite different. Thus, this work is more general.

## 2. Preliminary Notions on Exchangeability

The random variables $\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)$ are said to be exchangeable if $\left(Y_{i_{1}}, Y_{i_{3}}, \ldots, Y_{n}\right)$ has the same joint distribution as $\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)$, whenever $\left(i_{1}, i_{2}, \ldots, i_{n}\right)$ is a permutation of $1,2, \ldots, n$. That is, they are exchangeable if the joint distribution function $P\left(Y_{1} \leq y_{1}, Y_{2} \leq y_{2}, \ldots, Y_{n} \leq y_{n}\right)$ is a symmetric function of $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$; (Ross [14]). The concept of exchangeability was introduced by DeFinetti [8] in his classical paper in 1931. For more details and applications of this concept see e.g. Chow \& Teicher [5], Kingman [11] and Koch \& Spizzichino [12].
3. Asymptotic Form of $E\left[\sum_{i=1}^{N(t)} Y_{i}\right]$

We consider here the case where $N(t)$ and $Y_{i}$ are dependent on each other, otherwise the problem of evaluating $E\left[\sum_{i=1}^{N(t)} Y_{i}\right]$ and $\operatorname{Var}\left[\sum_{i=1}^{N(t)} Y_{i}\right]$ would be simple, see Cox [7].

Let $W_{i}^{\prime}=\left(t_{i}, Y_{i}^{\prime}\right)$ and let $(\Pi(1), \ldots, \Pi(m))$ be any permutation of the integers $1,2, \ldots, m$. Thea it can be shown that:

$$
\begin{equation*}
P\left[\left(W_{1}, \ldots, W_{m}\right) \in A \mid N(t)=m\right]=P\left[\left(W_{n(1)}, \ldots, W_{n(m)}\right) \in A \mid N(t)=m\right] \tag{3.1}
\end{equation*}
$$

See Glyan \& Heidelberger [9] and Ross [14] for (3.1).
Therefore $\left\{\left(W_{i}\right), i=1, \ldots, m\right\}$ are conditionally exchangeable random vectors; then following [9]:

$$
\begin{gather*}
E\left[Y_{i} \mid N(t)=m\right]=E\left[Y_{1} \mid N(t)=m\right]  \tag{3.2}\\
E\left[\sum_{i=1}^{N(t)} Y_{i} \mid N(t)=m\right]=\sum_{i=1}^{m} E\left[Y_{i} \mid N(t)=m\right]=m E\left[Y_{1} \mid N(t)=m\right] m \geq 1 \tag{3.3}
\end{gather*}
$$

Using the properties of conditional expectations:

$$
\begin{align*}
E\left[\sum_{i=1}^{N(t)} Y_{i}\right] & =E\left[E\left[\sum_{i=1}^{N(t)} Y_{i} \mid N(t)\right]\right] \\
& =E\left[N(t) E\left[Y_{1} \mid N(t)\right] I(N(t) \geq 1)\right] \\
& =E\left[E\left[Y_{1} N(t) \mid N(t)\right] I(N(t) \geq 1)\right]  \tag{3.4}\\
& =E\left[Y_{1} N(t)\right]
\end{align*}
$$

where $I(\cdot)$ is the indicator function, and the last equality stems from the fact that $N(t)=0$ if $l(N(t) \geq 1)=0$. Under conditioning this time on $t_{1}$ we have using the conditional independence of $Y_{1}, N(t)$, given $t_{1}$ :

$$
\begin{equation*}
E\left[Y_{2} N(t)\right]=E\left[E\left[Y_{1} \mid t_{1}\right] E\left[\left(1+N\left(t-t_{1}\right)\right) I\left(t_{1}<t\right) \mid t_{1}\right]\right] \tag{3.5}
\end{equation*}
$$

In (3.5), one can utilize the asymptotic expression of $E[N(t)+1)]$ developed by Smith [17], as $\gamma_{1}\left(t-t_{1}\right)+\gamma_{2}+\omega\left(t-t_{1}\right)$ where $\gamma_{1}$ and $\gamma_{2}$ are constants which can be calculated, and $\omega\left(t-t_{1}\right)$ is $o(1)$, for a given $t_{1}$.

$$
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$$

Using Lemmas 5 and 6 in Section 6, we have respectively and asymptotically $E\left[Y_{2}\left(\gamma_{1}(t-\right.\right.$ $\left.\left.\left.t_{1}\right)+\gamma_{2}\right) I\left(t_{1}>t\right)\right]=\alpha(1)$ and $E\left[Y_{1} \omega\left(t-t_{1}\right)\right]=\sigma(1)$. Thus, after substituting, Smith's asymptotic expressions, and getting rid of the $I\left(t_{1}<t\right)$ factor, one obtains:

$$
\begin{equation*}
E\left[\sum_{i=1}^{N(s)} Y_{i}\right]=\frac{t K_{1}}{\mu_{1}}-\frac{\mu_{11}}{\mu_{1}}+\frac{\mu_{2} K_{1}}{2 \mu_{2}^{2}}+o(1) \tag{3.6}
\end{equation*}
$$

Note that Equation (3.6)coincides perfectly with Lemma 1 in Brown \&Salomon [4] and Equation (3-3.6) in Murthy [13]. However, we have to underline that our approach, while not necessarily much easier than theirs, more easily generalizes to the bivariate $E\left[P_{2}(t)\right]$ and multivariate $E\left[P_{n}(t)\right]$ cases. Note also that a generalization of $E\left[Y_{1} E[1+N(t)] I\left(t_{1}>t\right)\right]=o(1)$ will be required and proved in Lemma 5 of Section 6.
4. Asymptotic Form of $E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)} \sum_{i=1}^{N(t)} Y_{i}^{(2)}\right]$

In this section, we will deal with two types of scalat cumulative process.
Carrying out the ordinary multiplication of $\sum_{i=1}^{N(t)} Y_{i}^{(1)} \sum_{i=1}^{N(t)} Y_{i}^{(2)}$ results in the following two dimensional array valid for any $N(t) \geq 2$ :

$$
\begin{aligned}
& Y_{1}^{(1)} Y_{2}^{(2)}+Y_{1}^{(1)} Y_{2}^{(2)}+Y_{2}^{(1)} Y_{3}^{(2)}+\cdots+Y_{1}^{(1)} Y_{N(t)-1}^{(2)}+Y_{2}^{(1)} Y_{N(t)}^{(2)} \\
+ & Y_{2}^{(2)} Y_{2}^{(2)}+Y_{2}^{(1)} Y_{2}^{(2)}+Y_{2}^{(2)} Y_{3}^{(2)}+\cdots+Y_{2}^{(1)} Y_{N(t)-1}^{(2)}+Y_{2}^{(1)} Y_{N(t)}^{(2)} \\
+ & Y_{3}^{(1)} Y_{2}^{(2)}+Y_{3}^{(1)} Y_{2}^{(2)}+Y_{3}^{(1)} Y_{3}^{(2)}+\cdots+Y_{3}^{(1)} Y_{N(t)-1}^{(2)}+Y_{3}^{(2)} Y_{N(t)}^{(2)} \\
+ & \\
\vdots & \\
+ & Y_{N(t)-1}^{(2)} Y_{2}^{(2)}+Y_{N(t)-2}^{(1)} Y_{2}^{(2)}+Y_{N(t)-1}^{(1)} Y_{3}^{(2)}+\cdots+Y_{N(t)-1}^{(1)} Y_{N(t)-1}^{(2)}+Y_{N(t)-1}^{(1)} Y_{N(t)}^{(2)} \\
+ & Y_{N(t)}^{(1)} Y_{2}^{(2)}+Y_{N(t)}^{(1)} Y_{2}^{(2)}+Y_{N(t)}^{(1)} Y_{3}^{(2)}+\cdots+Y_{N(t)}^{(t)} Y_{N(t)-1}^{(2)}+Y_{N(t)}^{(1)} Y_{N(t)}^{(2)}
\end{aligned}
$$

Note that from (4.1), we can observe two different cases; the first one is characterized by the random variables $Y_{i}^{(1)} Y_{i}^{(2)}$ for $i=1, \ldots, N(t)$, which are i.i.d., and the other is derived from the sandom variables $Y_{i}^{(1)} Y_{j}^{(2)}, i \neq j$ where $i, j=1,2, \ldots, N(t)$, which may be dependent.

For this bivariate case, we wish to prove that:

$$
\begin{aligned}
& E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)} \sum_{i=1}^{N(t)} Y_{i}^{(2)}\right]=E\left[Y_{1}^{(1)} Y_{1}^{(2)} E\left(N\left(t-t_{1}\right)+1\right) I\left(t_{1} \leq t\right)\right] \\
& +E\left[Y_{1}^{(1)} Y_{2}^{(2)} E\left(\left\{N\left(t-t_{1}-t_{2}\right)+2\right\}\left\{N\left(t-t_{1}-t_{2}\right)+1\right\}\right) I\left(t_{1}+t_{2} \leq t\right)\right]
\end{aligned}
$$
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To establish the above equation, we first show that

$$
\begin{align*}
& E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)} \sum_{i=1}^{N(t)} Y_{i}^{(2)}\right]  \tag{4.3}\\
& =E\left[N(t) Y_{2}^{(1)} Y_{1}^{(2)} I\left(t_{2} \leq t\right)+N(t)(N(t)-1) Y_{i}^{(1)} Y_{2}^{(2)} I\left(t_{2}+t_{2} \leq t\right)\right]
\end{align*}
$$

Note that Equation (4.3) is based on a counting argument derived from the expansion in (4.1). Also we make use of the fact that monder the prevailing assumptions we ean show that:

$$
E\left[Y_{i}^{(2)} Y_{i}^{(2)} \mid N(t)=m\right]=E\left[Y_{i}^{(1)} Y_{i}^{(2)} \mid N(t)=m\right] \quad \forall i=1,2, \ldots, m \text { for } m \geq 1
$$

and

$$
\begin{equation*}
E\left[Y_{i}^{(2)} Y_{j}^{(2)} \mid N(t)=m\right]=E\left[Y_{2}^{(2)} Y_{2}^{(2)} \mid N(t)=m\right] \quad \forall i \neq j ; i, j=1,2, \ldots, m \text { for } m \geq 2 \tag{4.5}
\end{equation*}
$$

Indeed, Equation (4.4) follows from (3.3) and assuming as we are about to show that (4.5) is true, then we would have for $m \geq 1$ :

$$
\begin{equation*}
E\left[\sum_{i=1}^{N(t)} Y_{i}^{(2)} \sum_{j=1}^{N(t)} Y_{j}^{(2)} \mid N(t)=m\right]=m E\left[Y_{1}^{(1)} Y_{i}^{(2)} \mid N(t)=m\right] \tag{4.6}
\end{equation*}
$$

and for $m \geq 2$ :

$$
\begin{align*}
E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)} \sum_{j=1}^{N(t)} Y_{j}^{(2)} \mid N(t)=m\right]= & \sum_{i=1}^{N(t)} \sum_{j=1}^{N(t)} E\left[Y_{i}^{(1)} Y_{j}^{(2)} \mid N(t)=m\right] \\
= & \sum_{i=1}^{N(t)} E\left[Y_{i}^{(1)} Y_{i}^{(2)} \mid N(t)=m\right]  \tag{4.7}\\
& +\sum_{i=1}^{N(t)} \sum_{j=1}^{N(t)} E\left[Y_{i}^{(1)} Y_{j}^{(2)} \mid N(t)=m\right] \text { for } i \neq j
\end{align*}
$$

Using Equations (4.4), (4.5) and (4.7) results for $m \geq 2$ in:

$$
\begin{align*}
E\left[\sum_{i=1}^{N(t)} Y_{i}^{(2)} \sum_{j=1}^{N(t)} Y_{j}^{(2)} \mid N(t)=m\right] & =m E\left[Y_{2}^{(2)} Y_{i}^{(2)} \mid N(t)=m\right]  \tag{4.8}\\
& +m(m-1) E\left[Y_{1}^{(1)} Y_{2}^{(2)} \mid N(t)=m\right]
\end{align*}
$$

Recognizing that:

$$
\begin{equation*}
E\left[\sum_{i=1}^{N(t)} Y_{i}^{(2)} \sum_{j=1}^{N(t)} Y_{j}^{(2)}\right]=E\left[E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)} \sum_{j=1}^{N(t)} Y_{j}^{(2)} \mid N(t)\right]\right] \tag{4.9}
\end{equation*}
$$

and using (4.6) and (4-8) results in:

$$
\begin{aligned}
& E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)} \sum_{j=1}^{N(t)} Y_{j}^{(2)}\right] \\
& =E\left[N(t) Y_{i}^{(1)} Y_{i}^{(2)} I(N(t) \geq 1)+N(t)(N(t)-1) Y_{1}^{(1)} Y_{2}^{(2)} I(N(t) \geq 2)\right]
\end{aligned}
$$

or equivalently:

$$
\begin{aligned}
& E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)} \sum_{j=1}^{N(t)} Y_{j}^{(2)}\right] \\
& =E\left[N(t) Y_{1}^{(1)} Y_{1}^{(2)} I\left(t_{1} \leq t\right)+N(t)(N(t)-1) Y_{1}^{(1)} Y_{2}^{(2)} I\left(t_{1}+t_{2} \leq t\right)\right]
\end{aligned}
$$

which is Equation (4.3). Note that (4.10) would still be valid without the indicator functions.
It remains to establish Equation (4-5), which essentially is a claim that, conditional on $N(t)$, the variables $Y_{i}^{(1)} Y_{j}^{(2)}, i=1, \ldots, N(t), j=1, \ldots, N(t)$, have the same expectation if $i \neq j$. Such variables will be termed conditional expectation equivalent Note that conditional expectation equivalence is an equivalence relation. We establish (4.5), by first showing that under the prevailing assumptions, a given row or a given column of array (4.1) corresponds to conditionally exchangeable random variables, as long as $i \neq j$ in $Y_{i}^{(1)} Y_{j}^{(2)}$. Let us then state the following lemma:

LEMMA 1. For $m \geq 2, E\left[Y_{i}^{(2)} Y_{j}^{(2)} \mid N(t)=m\right]=E\left[Y_{2}^{(1)} Y_{2}^{(2)} \mid N(t)=m\right]$ for $i \neq j$ and $i, j=1,2, \ldots, m$.

Proof. Define for $m \geq 2, Z_{i}=Y_{i}^{(1)} Y_{i}^{(2)}, i=2, \ldots, m$, a sequence of random variables and let ( $\Pi(2), \ldots, \Pi(m))$ be any permutation of the integers $(2, \ldots, m)$. We have for $m \geq 2$, and for arbitrary scalars $Z_{i}, i=1, \ldots, m$ :

$$
\begin{gather*}
P\left[Z_{2} \leq z_{2}, \ldots, Z_{m} \leq z_{m} \mid N(t)=m\right] \\
=\frac{P\left[Y_{1}^{(1)} Y_{2}^{(2)} \leq x_{2}, \ldots, Y_{1}^{(1)} Y_{m}^{(2)} \leq x_{m} ; t_{1}+t_{2}+\cdots+t_{m} \leq t<t_{2}+t_{2}+\cdots+t_{m}+t_{m+1}\right]}{P\left[t_{1}+t_{2}+\cdots+t_{m} \leq t<t_{2}+t_{2}+\cdots+t_{m}+t_{m+1}\right]} \\
=\frac{E\left[P\left[Y_{2}^{(2)} \leq x_{2} / y_{2}^{(1)} \cdots, Y_{m}^{(2)} \leq z_{m} / y_{2}^{(t)} ; t_{2}+\cdots+t_{m} \leq t-r_{2}<t_{2}+\cdots+t_{m+2} \mid Y_{2}^{(1)}=y_{1}^{(1)},_{1}=r_{2}\right]\right]}{P\left[t_{2}+t_{2}+\cdots+t_{m} \leq t<t_{2}+t_{2}+\cdots+t_{m}+t_{m+1}\right]} \tag{4.11}
\end{gather*}
$$




$$
\begin{aligned}
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\end{aligned}
$$

$$
\begin{aligned}
& =P\left[Z_{\Pi(2)} \leq z_{2}, \ldots, Z_{n(m)} \leq z_{m} \mid N(t)=m\right]
\end{aligned}
$$

Note that the step from (4.11) to (4.12) is based on (3.1). Thus for $m \geq 2$, the conditional random variables $\left(Y_{2}^{(1)} Y_{j}^{(2)} \mid N(t)=m\right), j=2, \ldots, m$ are exchangeable and in particular:

$$
\begin{equation*}
E\left[Y_{2}^{(1)} Y_{j}^{(2)} \mid N(t)=m\right]=E\left[Y_{2}^{(1)} Y_{2}^{(2)} \mid N(t)=m\right], j=2, \ldots, m \tag{4.15}
\end{equation*}
$$

Using similar arguments for a column in the expansion of (4.1), ie. if one considers the random variables $Y_{i}^{(2)} Y_{2}^{(2)}, i=1,3, \ldots, m$; it is possible to prove the interchangeability of the conditional random variables $\left(Y_{i}^{(2)} Y_{2}^{(2)} \mid N(t)=m\right)$ for $m \geq 2, i \neq 2$, and thus:

$$
\begin{equation*}
E\left[Y_{i}^{(1)} Y_{2}^{(2)} \mid N(t)=m\right]=E\left[Y_{2}^{(1)} Y_{2}^{(2)} \mid N(t)=m\right], i=1,3, \ldots, m, m \geq 2 \tag{4.16}
\end{equation*}
$$

The lemma derives from (4.15) and (4.16).
Equation (4.10) now follows directly from (4.5).
From (4.10) we obtain:

$$
\begin{align*}
& \left.\left.E\left[\sum_{=1}^{N(t)}\right)_{i}^{(2)} \sum_{i=1}^{N(t)} y_{i}^{(2)}\right]=E\left[E\left[Y_{1}^{(1)} Y_{1}^{(2)} N(t)\left(t_{1} \leq t\right)\right) t_{t}\right]\right] \\
& +E\left[E\left[Y_{1}^{(2)} Y_{2}^{(2)} N(t)(N(t)-1)\left(t_{1}+t_{2} \leq t\right) t_{1}, t_{2}\right]\right] \\
& =E\left[E\left[\left.Y_{1}^{(1)} Y_{2}^{(2)}\right|_{t_{1}}\right] E\left[N(2)\left(t_{1} \leq t\right) t_{1}\right]\right] \\
& \left.\left.+E\left[E\left[Y_{1}^{(1)}\right)_{2}^{(2)}\right) t_{1}, t_{2}\right] E\left[N(t)(N(t)-1) I\left(t_{1}+t_{2} \leq t\right) \mid t_{1}, t_{2}\right]\right] \\
& =E\left[E\left[Y_{1}^{(1)} Y_{1}^{(2)} \mid t_{2}\right] E\left[\left(1+N\left(t-t_{1}\right)\right) I\left(t_{1} \leq t\right) \mid t_{1}\right]\right] \\
& +E\left[E [ Y _ { 1 } ^ { ( 1 ) } Y _ { 2 } ^ { ( 2 ) } | t _ { 2 } , t _ { 2 } ] E \left[\left\{N\left(t-t_{1}-t_{2}\right)+1\right\}\left\{N\left(t-t_{1}-t_{2}\right)+2\right\}\right.\right.  \tag{4.19}\\
& \left.I\left(t_{1}+t_{2} \leq t\right)\left[t_{1}, t_{2}\right]\right]
\end{align*}
$$

4.1. Asymptotic Explicit Expression of $E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)} \sum_{i=1}^{N(t)} Y_{i}^{(2)}\right]$. Using Lemmas 5 and 6 in Section 6 we have asymptotically, $E\left[Y_{2}^{(1)} Y_{2}^{(2)} \phi_{1}\left(t-t_{1}\right) Y\left(t_{1}>t\right)\right]=0(1), E\left[Y_{1}^{(1)} Y_{2}^{(2)} \phi_{2}\left(t-t_{1}-\right.\right.$ $\left.\left.t_{2}\right) I\left(t_{2}+t_{2}>t\right)\right]=o(1), E\left[Y_{1}^{(1)} Y_{1}^{(2)} \omega_{1}\left(t_{0}^{2}\right)\right]=o(1)$ and $E\left[Y_{1}^{(2)} Y_{2}^{(2)} \omega_{2}\left(t_{4}^{2}\right)\right]=o(1)$, where $\phi_{k}(t) \triangleq$ $E[(N(t)+1)(N(t)+2) \ldots(N(t)+k)], k=1,2, \ldots$, are the cumulants of $N(t), \omega_{1}\left(t_{*}^{2}\right) \triangleq \omega_{1}\left(t-t_{1}\right)$

24 ASMMPTOTIC FORM OF $E\left[\sum_{i=1}^{N(1)} Y_{i}^{(2)} \sum_{i=1}^{N(1)} Y_{i}^{(2)}\right]$ ani $\omega_{2} z_{1}^{\prime} t_{0}^{\prime}, \triangleq \omega_{2}\left(t-t_{1}-t_{2}\right)$ are the remainders in the asymptotic expansions of $\phi_{1}\left(t_{0}^{2}\right)$ and $\phi_{2}\left(t_{0}^{2}\right)$ respeci: ely, as established by Smith [17]. As in Section 3, we can replace the cumulants by their asymptotic polynomial expansion in terms of $\left(t-t_{1}\right)$ or $\left(t-t_{1}-t_{2}\right)$, and ignore the action of the indicator functions.

Thus the asymptotic behaviour of $E\left[\sum_{i=1}^{N(1)} Y_{i}^{(1)} \sum_{i=1}^{N(1)} Y_{i}^{(2)}\right]$ derives directly from the asymprotics of $\phi\left(t_{0}^{2}\right)$ and $\phi\left(t_{0}^{2}\right)$ given in general form in Section 7 . Using the fact that $Y_{2}^{(1)}$ and $Y_{2}^{(7)}$ are correlated respectively with $t_{1}$ and $t_{2}$, we find after some algebra:
$E\left[\sum_{i=1}^{N(2)} Y_{i}^{(2)} \sum_{i=1}^{N(2)} Y_{i}^{(2)}\right]=\frac{z^{2}}{\mu_{i}^{E}} E\left[Y_{i}^{(1)}\right] E\left[Y_{2}^{(2)}\right]$
$+t\left(\frac{\left.E Y_{1}^{(1)} Y_{2}^{(2)}\right]}{\mu_{2}}+\frac{2 \mu_{2}^{2}}{\mu_{2}^{2}} E\left[Y_{2}^{(2)}\right] E\left[Y_{2}^{(2)}\right]-\frac{2}{\mu_{1}^{2}} E\left[Y_{2}^{(1)} t_{2}\right] E\left[Y_{2}^{(2)}\right]-\frac{2}{\mu_{2}^{2}} E\left[Y_{2}^{(2)} t_{2}\right] E\left[Y_{2}^{(1)}\right]\right)$
$+\left(\frac{\mu_{2}}{2 \mu_{1}^{2}} E\left[Y_{1}^{(1)} Y_{1}^{(2)}\right]-\frac{E t_{1} Y_{1}^{(2)} Y_{1}^{(2)}}{\mu_{1}}-\frac{2 \mu_{2}}{\mu_{1}} E\left[Y_{2}^{(1)} t_{1}\right] E\left[Y_{2}^{(2)}\right]\right.$
$-\frac{2 \mu_{2}}{\mu_{1}^{2}} E\left[Y_{1}^{(2)}\right] E\left[Y_{2}^{(2)} t_{2}\right]+\frac{E\left[Y_{1}^{(2)} \varepsilon_{1}^{2}\right] E Y_{2}^{(2)}}{\mu_{1}^{2}}+\frac{E Y_{2}^{(2)} \sum_{2}^{2} E\left[Y_{1}^{(2)}\right]}{\mu_{2}^{\prime}}$

If $Y_{i}^{(2)} \equiv Y_{i}^{(1)}$ then Equation (4.20) becomes

$$
\begin{aligned}
& E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)}\right]^{2}=\frac{z^{2} K_{2}^{2}}{\mu_{i}^{2}}+t\left(\frac{K_{i}}{\mu_{1}}+\frac{2 \mu_{1}^{2} K_{2}^{2}}{\mu_{1}^{2}}-\frac{3 \mu_{1} K_{1}^{2}}{\mu_{i}^{2}}\right) \\
& +\left(-\frac{4 \mu_{2} \mu_{1} x_{1} x_{1}}{\mu_{1}}+\frac{2 \mu_{1} x_{1} x_{1}}{\mu_{1}^{2}}+\frac{2 \mu_{1}^{2}}{\mu_{1}^{2}}+\left(\frac{9 \mu_{2}^{2}-\mu_{1} \mu_{1} \mu_{3}}{6 \mu_{1}^{2}}\right) X_{1}^{2}\right. \\
& \left.+\frac{3 K_{1}^{2} \mu_{\mu_{2}^{2}}^{2}}{2 \mu_{2}^{2}}-\frac{2 x_{\mu_{2}^{2}}^{2} \mu_{3}}{3 \mu_{2}^{2}}-\frac{\mu_{2}}{\mu_{1}}+\frac{\mu_{2} x_{2}}{2 \mu_{1}^{2}}\right)+o(1)
\end{aligned}
$$

The result of $E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)}\right]^{2}$ is already known in the literature but has been obtained, however, using a different approaches amongst which a computation of the chracteristic function of $E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)}\right]^{2} ;$ (Murthy [13]).

Murthy's approach becomes of exceeding complexity for the evaluation of $E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)}\right]^{n}$. We also mention Corollary 1 of Brown \& Solomon [4] for $E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)}\right]^{2}$.

It seems nevertheless difficult to tackle the general case based on their paper. Before starting the next section and in order to facilitate moderstanding, let us give the analogue of Equation (4.10) for the trivariate case:

$$
\begin{align*}
& E\left[\sum_{i=1}^{N(t)} Y_{i}^{(2)} \sum_{i=1}^{N(t)} Y_{i}^{(2)} \sum_{i=1}^{N(t)} Y_{i}^{(3)}\right]=E\left[N(t) Y_{1}^{(1)} Y_{1}^{(2)} Y_{2}^{(3)} I\left(t_{1} \leq t\right)\right. \\
& +N(t)(N(t)-1) Y_{1}^{(1)} Y_{i}^{(2)} Y_{2}^{(3)} I\left(t_{1}+t_{2} \leq t\right) \\
& +N(t)(N(t)-1) Y_{2}^{(2)} Y_{1}^{(3)} Y_{2}^{(2)} I\left(t_{2}+t_{2} \leq t\right)  \tag{4.22}\\
& +N(t)(N(t)-1) Y_{1}^{(1)} Y_{2}^{(2)} Y_{2}^{(3)} I\left(t_{1}+t_{2} \leq t\right) \\
& \left.+N(t)(N(t)-1)(N(t)-2) Y_{2}^{(1)} Y_{2}^{(2)} Y_{3}^{(3)} I\left(t_{2}+t_{2}+t_{3} \leq t\right)\right]
\end{align*}
$$

On the R.H.S. of (4.22) we observe respectively from the first term to the last one the following: a) $Y_{1}^{(1)} Y_{2}^{(2)} Y_{1}^{(3)}$ is one block of letters (or random variables) baving the same lower index which is one.
b) $Y_{2}^{(1)} Y_{2}^{(2)} Y_{2}^{(3)}$ consists of two blocks which are $Y_{2}^{(1)} Y_{2}^{(2)}$ and $Y_{2}^{(3)}$. The cases of $Y_{2}^{(1)} Y_{1}^{(3)} Y_{2}^{(2)}$ and $Y_{1}^{(1)} Y_{2}^{(2)} Y_{2}^{(3)}$ are the same as that of $Y_{1}^{(1)} Y_{2}^{(2)} Y_{2}^{(3)}$.
c) $Y_{1}^{(1)} Y_{2}^{(2)} Y_{3}^{(3)}$ is considered as made-up of three blocks given by $Y_{1}^{(1)}, Y_{2}^{(2)}$ and $Y_{3}^{(3)}$. The lower indices are arranged in increasing order from one block to another.
Similar observations are applicable to Equations (4.10) and (3.4), the last one being the simplest case.

As we remark either in Equation (4.22) or (4.10) we have respectively a partition of 3 or 2 letters into distinct blocks. The generalization of this idea, i.e., a partition of $n$ letters into $m$ distinct blocks will be an essential notion in the forthcoming section.

## 5. Partitioning the Product of Random Variables in $P_{n}(t)$

Let us refer to $n$ as the index in the product $\prod_{\ell=1}^{n}\left(\sum_{i=1}^{N(t)} Y_{i}^{(l)}\right)$. Thus in an index 1 case, we have $\sum_{i=1}^{N(t)} Y_{i}^{(1)}$; we are able here to distinguish one equivalence class (variables in a sum that have the same expectation conditional on $\boldsymbol{N}(t)$ ). In the index 2 case, the number of distinct equivalence classes is inherited in part from the index 1 case, all $Y_{i}^{(1)} Y_{i}^{(2)}$ type variables, plus a new equivalence class specific to the index 2 when all indices are different i.e. $Y_{i}^{(1)} Y_{j}^{(2)}, i \neq j$ type variables. In the index 3 case, the equivalence classes are inherited in part from the index 2 case. Indeed we have
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all $Y_{i}^{(1)} Y_{i}^{(2)} Y_{i}^{(3)}$ type variables (one bloci, three letters, in this context, the number of blocks is given by the number of distinct lower (time) indices within a mamber of an equivalence class). Also $Y_{i}^{(1)} Y_{i}^{(2)} Y_{j}^{(3)}, Y_{i}^{(1)} Y_{j}^{(2)} Y_{i}^{(3)} \equiv Y_{i}^{(1)} Y_{i}^{(3)} Y_{j}^{(2)}$ and $Y_{i}^{(1)} Y_{j}^{(2)} Y_{j}^{(3)}, i \neq j$ type variables possess 2 blocks since $Y_{i}^{(1)} Y_{i}^{(2)}, Y_{i}^{(1)} Y_{i}^{(3)}$ and $Y_{j}^{(2)} Y_{j}^{(3)}$ behave as index 1 variables. Finally, we have a single new equivalence class $Y_{i}^{(2)} Y_{j}^{(2)} Y_{k}^{(3)}$ for $i, j, k$ different, specific to the index 3 case, which obviously incorporates 3 blocks.

More generally, let $\Pi^{(m, n)}$ be all partitions of $n$ letters into $\pi n$ non-empty distinct blocks representative of all equivalence classes (conditional expectation equivalence) of random variables incorporating $m$ blocics. Also let mon $\Pi_{l}^{(m, n)}$ be the monomial associated with the $C^{\text {b }}$ distinct equivalence class with $\Pi^{(m, n)}$. The lower indices from one block to another are arranged in increasing order, while the upper indices within each block are arranged in increasing order. The ordering of monomials within $\Pi^{(m, n)}$ is lexicographic with the lower inder order dominating the upper index order. Thus for the index 1 case, we have one monomial given by mon $\Pi_{1}^{(1,1)} \triangleq Y_{1}^{(1)}$ representative of the equivalence class of $Y_{i}^{(1)}$ type variables. There are $N(t)$ type monomials represented by mon $\Pi_{1}^{(1,1)}$. In the index 2 case, the number of equivalence classes is inherited from the index 1 case plus one equivalence class specific to the index 2. Indeed, we have one hereditary monomial mon $\Pi_{2}^{(1,2)} \triangleq Y_{1}^{(1)} Y_{1}^{(2)}$ representative of $N(t), Y_{i}^{(1)} Y_{i}^{(2)}$ type random variables and one new index 2 specific monomial mon $\Pi_{1}^{(2,2)} \triangleq Y_{1}^{(1)} Y_{2}^{(2)}$ representative of $N(t)(N(t)-1), Y_{i}^{(2)} Y_{j}^{(2)}$ type random variables for $i \neq j$. In the index 3 case, the number of equivalence classes is inherited from the index 2 case plus again one index 3 specific equivalence class. Indeed, we have one hereditary single block equivalence class denoted mon $\prod_{i}^{(1,3)} \triangleq Y_{2}^{(1)} Y_{1}^{(2)} Y_{2}^{(3)}$ representing $N(t) Y_{i}^{(1)} Y_{i}^{(2)} Y_{i}^{(3)}$ type variables and three hereditary two blocks equivalence classes denoted mon $\prod_{1}^{(2,3)} \triangleq Y_{2}^{(1)} Y_{1}^{(2)} Y_{2}^{(3)}$, $\operatorname{mon} \prod_{2}^{(2,3)} \triangleq Y_{2}^{(1)} Y_{2}^{(3)} Y_{2}^{(2)}$ and mon $\prod_{3}^{(2,3)} \triangleq Y_{1}^{(2)} Y_{2}^{(2)} Y_{2}^{(3)}$ representing each $N(t)(N(t)-1)$ random variables. Finally, the equivalence class mon $\Pi_{1}^{(3,3)} \triangleq Y_{1}^{(1)} Y_{2}^{(2)} Y_{3}^{(3)}$ is specific to the index 3 case. In order to show that, indeed the partition $Y_{i}^{(2)} Y_{2}^{(2)} Y_{3}^{(3)}$ is equivalent to $Y_{i}^{(1)} Y_{j}^{(2)} Y_{k}^{(3)}, i, j, k$ pairwise different; we need here the following lemma which is a generalization of Lemma 1.

LEMMA 2. $E\left[Y_{i_{2}}^{(1)} Y_{i_{2}}^{(2)} \ldots Y_{i_{*}}^{(n)} \mid N(t)\right]=E\left[Y_{2}^{(1)} Y_{2}^{(2)} \ldots Y_{n}^{(n)} \mid N(t)\right]$ for all pairwise distinct $i_{j}, i_{k} ; 1 \leq i_{j}, i_{k} \leq n$ and $N(t) \geq n$.

Proof. Using essentially the same approach as in Lemma 1, we can easily show that if one carries out index changes in one variable only at a time, the resulting random variables have the same expectations conditional on $N(t)$, as long as one verifies the pairwise distinctness of indices assumptions. Thus for example

$$
E\left[Y_{i_{1}}^{(1)} Y_{2}^{(2)} \ldots Y_{n}^{(n)} \mid N(t)\right]=E\left[Y_{1}^{(2)} Y_{2}^{(2)} \ldots Y_{n}^{(n)} \mid N(t)\right]
$$

By proceeding repeatedly for $Y_{2}^{(2)}, Y_{3}^{(3)}, \ldots, Y_{n}^{(n)}$ successively, we reach the equality in Lemma 2.

## COROLLAFY 1

$$
\begin{aligned}
& E\left[\left(\prod_{k / 1} Y_{s i}^{(i)}\right)\left(\prod_{k / t} Y_{s}^{(i)}\right) \cdots\left(\prod_{k t_{0}} Y_{j-1}^{(0)}\right) N(t)\right] \\
& =E\left[\left(\prod_{k 1_{1}} Y_{2}^{(0)}\right)\left(\prod_{k I_{2}}^{Y(i)}\right) \ldots\left(\prod_{k I_{2}}^{\left.Y_{k}^{(i)}\right)}\right) \mid N(t)\right]
\end{aligned}
$$

for $j_{1}, j_{2}, \ldots, j_{m}$ pairwise distinct and indices from 1 to $n$ partitioned into non intersecting blocks $I_{2}, I_{2}, \ldots, I_{m}$.

Proof. The result derives directly from Lemma 2. Indeed, the product $\prod_{k i \neq} Y_{j_{i}}^{(i)}$ for a given $k$ involves variables defined at the same time index $j_{k}$. Thus they could be considered as a single random variable denoted $\bar{Y}_{j_{k}}^{k}$. Given that the indices $j_{1}, j_{2}, \ldots, j_{k}$ are pairwise distiset, the variables $\bar{Y}_{j_{k}}^{k}$ for $k=I, \ldots, m$ are mutually independant. Also, given that the $I_{k}$ blocks, $k=1, \ldots, m$ are non intersecting, the random variables $\bar{Y}_{j_{i}}^{k}$ are all distinct. Thus they satisfy the conditions of Lemma 2 , and Corollary 1 follows.
iNote that Corollary 1 constitutes the basis for defining equivalence classes in an arbitrary index $n$ case. Each time one is able to recognize a distinct partition of the indices of the $n$ components of the $Y_{n}^{\prime}=\left(Y^{(2)} Y^{(2)} \ldots Y^{(n)}\right)$ vector into $m$ blocks, it will define a new equivalence class.

Let $S(n, m)$ be the number of ways one can partition a set of $n$ distinct elements into $m$ non-empty subsets (or blocks) [1].
$S(n, m)$ are Stirling's numbers of the second kind. Note that the total number of distinct equivalence classes for index $n$ is given by:

$$
B_{n}=\sum_{m=1}^{n} S(n, m)
$$

The sequence $B_{n}, n=1,2, \ldots$, is known as Bell's number (after Eric Temple Bell, see Andrews [3]). Finally, note that the cardinality of an equivalence class associated with $m$ blocks is $A_{m}^{N(t)}$ if $N(t) \geq m$ which we also denote by $N(t)^{(m)} \triangleq N(t)(N(t)-1) \ldots(N(t)-m+1)$. This leads to the following lemma which is a generalization of Equations (4.6) and (4.8). Recall that mon $\Pi_{\ell}^{(m, n)}$ is the monomial representing the $\ell$-th distinct equivalence class, within the equivalence classes associated with $m$ blocks and index $n$, for $\ell=1,2, \ldots, S(n, m)$.

$$
\text { LEMMA 3. } \quad \begin{aligned}
E\left[P_{n}(t) \mid N(t)\right] & =\sum_{m=1}^{n}\left[I(N(t) \geq m) \sum_{\ell=1}^{S(n, m)} N(t)^{(m)} E\left[\operatorname{mon} \Pi_{\ell}^{(m, n)} \mid N(t)\right]\right] \\
& \equiv \sum_{m=1}^{n} \sum_{\ell=1}^{S(n, m)} N(t)^{(m)} E\left[\operatorname{mon} \Pi_{\ell}^{(m, n)} \mid N(t)\right]
\end{aligned}
$$

Proof. Lemma 3 follows from Corollary 1 and the remarks thereafter. Indeed in the expectation $E\left[P_{n}(t) \mid N(t)\right]$, one can subdivide monomials into equivalence classes corresponding to $m$ blocks, $m=1, \ldots, n$. Within the $m$ blocks classes there will be $S(n, m)$ distinct ways of partitioning the
$n$ components of vector $\mathcal{Y}^{+}$, each represented by virtne of Corollary $I$ by a single monomial mon $\Pi_{l}^{(m, n)}, \ell=1,2, \ldots, S(n, m)$. Within each such equivalence class, the total number of monomials is $N(t)^{(m)}$. Thus, the equality in Lemma 3 is a mathematical expression of these facts.

Let us now state the following obvious consequence of Lemma 3.
Corohiarr 2. $E\left[P_{n}(t)\right]=E\left[\sum_{n=1}^{n} \sum_{t=1}^{S(n, m)} N(t)^{(m)} \operatorname{mon} I_{l}^{(m, n)} I\left(\sum_{i=1}^{m} t_{i} \leq t\right)\right]$
The next lemma is also easy to prove using nested conditioning and the independence of the first $m$ reward vectors from $N(t)$, conditional on $t_{2}, t_{2}, \ldots, t_{m}$.

LEMMA 4. $\quad E\left[N(t)^{(m)} \operatorname{mon} \Pi_{l}^{(m, n)} I\left(\sum_{i=1}^{m} t_{i} \leq t\right)\right]$

$$
=E\left[E\left[\operatorname{mon} \Pi_{l}^{(m, n)} \mid t_{1}, \ldots, t_{m}\right] E\left[\prod_{r=1}^{m}\left(N\left(t_{*}^{m}\right)+r\right) I\left(\sum_{i=1}^{m} t_{i} \leq t\right) \mid t_{1}, \ldots, t_{m}\right]\right]
$$

wherc $t_{*}^{m} \triangleq t-\sum_{i=1}^{m} t_{i}$.
The following result is a consequence of Corollary 4 and Lemma 4.
Proposition 1.

$$
\begin{gathered}
E\left[P_{n}(t)\right]=\sum_{m=1}^{n} \sum_{\ell=1}^{S(n, m)} E\left[E \left[\operatorname { m o n } \Pi _ { \ell } ^ { ( m , n ) } [ t _ { 1 } , \ldots , t _ { m } ] E \left[\prod_{r=1}^{m}\left(N\left(t_{*}^{m}\right)+\tau\right)\right.\right.\right. \\
\left.\left.I\left(\sum_{i=1}^{m} t_{i} \leq t\right) \mid t_{1}, \ldots, t_{m}\right]\right]
\end{gathered}
$$

Note that Proposition 5 gives the exact expression for $E\left[P_{n}(t)\right]$. However, we are interested in an asymptotic expression for that expectation. Using Proposition 5 and Lemma 4, this question is tackled in the next section.
6. Asymptotic Behaviour of $E\left[P_{n}(t)\right]$

In order to characterize the asymptotic behaviour of $E\left[P_{n}(t)\right]$, we need to focus on the asymptotics of terms of the form:

$$
\begin{equation*}
E\left[E\left[\operatorname{monn}_{2}^{(m, n)}\left[t_{1}, \ldots, t_{m}\right] E\left[\prod_{r=1}^{m}\left(N\left(t_{0}^{m}\right)+r\right) I\left(\sum_{i=1}^{m} t_{i} \leq t\right) \mid t_{1}, \ldots, t_{m}\right]\right]\right. \tag{6.1}
\end{equation*}
$$

Now, recognizing that $E\left[\prod_{r=1}^{m}\left(N\left(t_{m}^{m}\right)+r\right)\right]$ is $\phi_{m}\left(t_{m}^{m}\right)$ with $t_{1}, t_{2}, \ldots, t_{m}$ treated as parameters, and where $\phi_{m}(t)$ is the factorial moment of $N(t)$ (as defined by Smith [17]), we can use the asymptotic theory of $\phi_{m}(t)$ (Smith [17]). We gather from [17] the following facts useful for our analysis.
"Definition 1 The function $\lambda(t)$ belongs to the class $B$ if and only if it is bounded variation, tends to zere as $t$ approaches $+\infty$ and actisfies the condition $\lambda(t)-\lambda(t-a)=\alpha\left(t^{-1}\right)$ as $t \rightarrow+\infty$, for every $\alpha>0$.
Theorem 1 If $\mu_{n+1}<\infty$ then $\phi_{n}(t)=\gamma_{n} t^{n}+\gamma_{2} t^{n-1}+\cdots+\gamma_{n} t+\gamma_{n+1}+\omega(t)$ where $\omega(t) \in B^{n}$.
Therefore it follows from Smith's [17] Theorem 1, that $\omega(t)=\alpha(1)$ as $t \rightarrow \infty$. Note that the $\gamma_{i}$ 's $i=1,2, \ldots, n$ represent finite rational functions of $\mu_{1}, \mu_{2}, \ldots, \mu_{i}$.

Using the expansion of Theorem I in [17], and the properties of conditional expectation, we have:

$$
\begin{aligned}
& E\left[E \left[\operatorname { m o n } I _ { i } ^ { ( m , n ) } [ t _ { 1 } , \ldots , t _ { m } ] E \left[\left(\gamma_{n}\left(t_{*}^{m}\right)^{m}+\gamma_{2}\left(t_{*}^{m}\right)^{m-1}+\cdots+\gamma_{m}\left(t_{*}^{m}\right)\right.\right.\right.\right. \\
& \left.\left.\left.+\gamma_{m+1}+\omega\left(t_{*}^{m}\right)\right) I\left(\sum_{i=1}^{m} t_{i} \leq t\right) \mid t_{1}, \ldots, t_{m}\right]\right]
\end{aligned}
$$

$$
\begin{equation*}
=E\left[\operatorname{mon} \prod_{l}^{(m, n)}\left[\gamma_{1}\left(t_{*}^{m}\right)^{m}+\gamma_{2}\left(t_{*}^{m}\right)^{m-1}+\cdots+\gamma_{m+1}+\omega\left(t_{*}^{m}\right)\right]\left(I\left(\sum_{i=1}^{m} t_{i} \leq t\right)\right)\right] \tag{6.2}
\end{equation*}
$$

We proceed to show that under some moment finiteness assumptions to be specified:

$$
\begin{equation*}
E\left[\operatorname{mon} \eta_{i}^{(m, n)}\left[\gamma_{1}\left(t_{*}^{m}\right)^{m}\right] I\left(\sum_{i=1}^{m} t_{i}>t\right)\right]=o(1) \tag{6.3}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left[m o n n_{l}^{(m, n)} \omega\left(t_{*}^{m}\right)\right]=o(1) \tag{6.4}
\end{equation*}
$$

6.1. Proof of Equation (6.3). We need the following lemma

Lexma 5. Under the hypothesis that

$$
\begin{equation*}
E\left|\left(\sum_{i=1}^{m} t_{i}\right)^{m}\left(\prod_{i \in I_{2}} Y_{1}^{(i)}\right)\left(\prod_{i \in I_{2}} Y_{2}^{(i)}\right) \ldots\left(\prod_{i \in I_{m}} Y_{m}^{(i)}\right)\right|<\infty \tag{6.5}
\end{equation*}
$$

for any arbitrary partition of the $n$ components of $Y_{n}^{\prime}$ into $m$ blocks for $m=1,2, \ldots, n$, then $E\left[\operatorname{mon} H_{i}^{(m, n)}\left[\gamma_{2}\left(t_{*}^{m}\right)^{m} I I\left(\sum_{i=1}^{m} t_{i}>t\right)\right]=0(1)\right.$.
Proof. We have:

$$
E\left[\left|\operatorname{mon} \Pi_{l}^{(m, n)}\left(\gamma_{1}\right)\left(t_{*}^{m}\right)^{m} I\left(\sum_{i=1}^{m} t_{i}>t\right)\right|\right] \leq\left|\gamma_{1}\right| E\left[\left|\operatorname{mon} \Pi_{\ell}^{(m, n)} t^{m} I\left(\sum_{i=1}^{m} t_{i}>t\right)\right|\right] .
$$

But, $E\left[\mid\right.$ mon $\left.\Pi_{\ell}^{(m, n)} t^{m} I\left(\sum_{i=1}^{m} t_{i}>t\right) \mid\right] \leq E\left[\mid \operatorname{mon} \Pi_{\ell}^{(m, n)}\left(\sum_{i=1}^{m} t_{i}\right) I\left(\sum_{i=1}^{m} t_{i}>t\right)\right]$; while the right. hand term is the tail of the expectation integral in (6.5), which as $t \rightarrow \infty$ must go to zero since the expectation in (6.5) is assumed to be finite. Thus, the lemma derives from the above two inequalities. $=$
6.2. Proof of Equation (6.4). Note that $\omega(t)$ is of bounded variation and thus $\omega^{2}(t)$ is of bounded variation. Also since $\omega(t)$ is $o(1), \omega^{2}(t)$ is at least $o(1)$. We can assert that $E\left[\omega^{2}(t)\right]$ is

### 2.7 APPLICATION

$o(1)$; indeed:

$$
\begin{equation*}
E\left[\omega^{2}\left(t_{*}^{m}\right)\right]=\int \omega^{2}(t-\beta) d F_{m}(\beta) \tag{6.6}
\end{equation*}
$$

where $\beta \triangleq \sum_{i=1}^{m} t_{i}$ and $F_{m}(\beta)$ is the distribution of $\beta$.
Since $\omega^{2}(t)$ is of bounded variation, then it is bounded. Furthermore, $F_{m}(\beta)$ being a distribution function, is of bounded variation (or since $F_{m}(\beta)$ is class $\mathcal{J}$ ( $\mathrm{S}_{\mathrm{mith}}$ [17]), then $F_{m}(\beta)$ is of bounded variation). Thus the conditions of Lemma 1 in Sriith [15] are satisfied and $E\left[\omega^{2}\left(t_{*}^{m}\right)\right]$ is o(1). We can now state the following lemma

Lemma 6. Under the assumption that $E\left[\text { mon } \Pi_{l}^{(m, n}\right]^{2}<\infty$, then $E\left[\operatorname{mon} \Pi_{l}^{(m, n)} \omega\left(t_{0}^{m}\right)\right]=$ $o(1)$.

Proof. By the Cauchy-Schwarz izequality, we have $\mid E\left[\operatorname{mon} \Pi_{\ell}^{(m, n)} \omega\left(t_{0}^{m}\right) \| \leq \sqrt{E\left[\operatorname{mon} \Pi_{\ell}^{(m, n)}\right]^{2}}\right.$ $\sqrt{E\left[\omega\left(t_{*}^{m}\right)\right]^{2}}$. As $E\left[\omega\left(t_{*}^{m}\right)\right]^{2}=0(1)$, the result follows.
Finally we have the asymprotic behaviour of $E\left[P_{n}(t)\right]$ given by the following theorem.
Theorem 1. Under the finiteness of moments assumptions in Lemmas 5 and 6 , and the assumption that distribution function $F(\cdot)$ is class $\mathcal{J}$,

$$
\begin{equation*}
E\left[P_{n}(t)\right]=\sum_{m=1}^{n} \sum_{l=1}^{S(n, m)} E\left[\operatorname{mon} \Pi_{l}^{(m, n)}\left(\sum_{i=1}^{m+1} \gamma_{i}\left(t_{0}^{m}\right)^{m+1-i}\right)\right]+o(1) \tag{6.7}
\end{equation*}
$$

where the $\gamma_{i}$ 's above correspond to the asymptotic expression of $\phi_{m}(t)$, the $m^{\text {th }}$ order cumulant of $N(t)$ as given in Theorem 1 in [17], and $t_{*}^{m}=t-\sum_{i=1}^{m} t_{i}$.

Proof. This theorem follows from Proposition 5 and Equations (6.2) to (6.4).
7. Application

In this section, assuming the conditions of Theorem 6 are satisfied, we evaluate explicitly and asymptotically $E\left[\prod_{t=1}^{3} \sum_{i=1}^{N(t)} Y_{i}^{(t)}\right]$.
From Smith's [17] Lemma 6, we have

$$
\begin{equation*}
\phi_{m}^{\circ}(s)=m!\left\{1-F^{*}(s)\right\}^{-m} \tag{7.1}
\end{equation*}
$$

where $\phi_{m}^{-}(s)$ and $F^{-}(s)$ are Laplace-Stieltijes transform of $\phi_{m}(t)$ and $F(t)$ respectively, and $F^{-}(s)$ is given by Lemma 3 in Smith [17] as

$$
\begin{equation*}
F^{-}(s)=1-\mu_{2} s+\frac{\mu_{2} s^{2}}{2!}-\cdots+\frac{(-s)^{n} \mu_{n}}{n!}+o\left(s^{n}\right) \tag{7.2}
\end{equation*}
$$

for real $s>0$.

Equations (7.1) and (7.2) are the basis for computing $\phi_{m}\left(t_{0}^{m}\right)$ and the $\gamma_{i}$ coefficients in Theorem 6. Applying Equation (6.7), we have

$$
\begin{align*}
& E\left[\prod_{i=1}^{3} \sum_{i=1}^{N(t)} Y_{i}^{(n}\right]=\sum_{m=1}^{3} E\left[\sum_{i=1}^{S(3 m)} \operatorname{mon} \prod_{e}^{(m, n)}\left(\sum_{i=1}^{m+1} \gamma_{i}\left(t_{0}^{m}\right)^{m+1-i}\right)\right]+\alpha(1) \\
& =\sum_{m=1}^{3} E\left[\sum_{k=1}^{S(3, m)} \operatorname{mon} \Pi_{l}^{(m, n)} \alpha_{m}\left(t_{m}^{m}\right)\right]+\alpha(1) \\
& E\left[\prod_{2=1}^{3} \sum_{i=1}^{N(t)} Y_{i}^{(0)}\right]=E\left[Y_{2}^{(1)} Y_{2}^{(2)} Y_{1}^{(3)} \phi_{1}\left(t_{2}^{2}\right)\right]+E\left[Y_{2}^{(1)} Y_{2}^{(2)} Y_{2}^{(3)} \varphi_{2}\left(t_{0}^{2}\right)\right] \\
& +E\left[Y_{1}^{(1)} Y_{1}^{(3)} Y_{2}^{(2)} \phi_{2}\left(t_{-}^{2}\right)\right]+E\left[Y_{1}^{(1)} Y_{2}^{(2)} Y_{2}^{(3)} \phi_{2}\left(t_{-}^{2}\right)\right]  \tag{7.4}\\
& +E\left[Y_{1}^{(1)} Y_{2}^{(2)} Y_{3}^{(3)} \phi_{3}\left(t_{0}^{3}\right)\right]+\alpha(1)
\end{align*}
$$

Recall that $t_{0}^{m}=t-\sum_{i=1}^{m} t_{i}$.
We assume that $Y_{1}^{(1)}, Y_{2}^{(2)}$ and $Y_{3}^{(3)}$ are correlated with $t_{2}, t_{2}$ and $t_{3}$ respectively. Using (7.1) and after some tedious algebra we find

$$
\begin{aligned}
& E\left[\sum_{i=1}^{N(t)} Y_{i}^{(1)} \sum_{i=1}^{N(t)} Y_{i}^{(2)} \sum_{i=1}^{N(t)} Y_{i}^{(3)}\right]=C_{2}^{3} E\left[Y_{2}^{(1)}\right] E\left[Y_{2}^{(2)}\right] E\left[Y_{3}^{(3)}\right] t^{3} \\
& +\left\{C_{1}^{2} E\left[Y_{1}^{(2)} Y_{2}^{(2)}\right] E\left[Y_{2}^{(3)}\right]+C_{1}^{2} E\left[Y_{2}^{(2)} Y_{1}^{(3)}\right] E\left[Y_{1}^{(2)}\right]+C_{2}^{2} E\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(2)} Y_{1}^{(3)}\right]\right. \\
& -3 C_{1}^{3} E\left[Y_{1}^{(1)} t_{2}\right] E\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(3)}\right]-3 C_{1}^{3} E\left[Y_{2}^{(1)}\right] E\left[Y_{1}^{(2)} t_{1}\right] E\left[Y_{1}^{(3)}\right] \\
& \left.-3 C_{2}^{3} E\left[Y_{1}^{(1)}\right] E\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(3)} t_{1}\right]+C_{2} E\left[Y_{2}^{(2)}\right] E\left[Y_{2}^{(2)}\right] E\left[Y_{2}^{(3)}\right]\right\} t^{2} \\
& +\left\{C_{1} E\left[Y_{1}^{(2)} Y_{1}^{(2)} Y_{2}^{(3)}\right]-2 C_{1}^{2} E\left[Y_{2}^{(1)} Y_{2}^{(2)} \ell_{2}\right] E\left[Y_{1}^{(3)}\right]\right. \\
& -2 C_{2}^{2} E\left[Y_{1}^{(1)} Y_{1}^{(2)}\right] E\left[Y_{2}^{(3)} t_{1}\right]+C_{3} E\left[Y_{1}^{(1)} Y_{1}^{(2)}\right] E\left[Y_{3}^{(3)}\right] \\
& -2 C_{1}^{2} E\left[Y_{1}^{(1)} Y_{1}^{(3)} t_{1}\right] E\left[Y_{2}^{(2)}\right]-2 C_{2}^{2} E\left[Y_{1}^{(1)} Y_{2}^{(3)}\right] E\left[Y_{2}^{(2)} t_{2}\right] \\
& +C_{3} E\left[Y_{1}^{(1)} Y_{2}^{(3)}\right] E\left[Y_{1}^{(2)}\right]-2 C_{1}^{2} E\left[Y_{1}^{(1)} t_{1}\right] E\left[Y_{2}^{(2)} Y_{1}^{(3)}\right] \\
& -2 C_{2}^{2} E\left[Y_{2}^{(1)}\right] E\left[Y_{2}^{(2)} Y_{1}^{(3)} t_{2}\right]+C_{3} E\left[Y_{2}^{(1)}\right] E\left[Y_{2}^{(2)} Y_{1}^{(3)}\right] \\
& +3 C_{1}^{3} E\left[Y_{1}^{(1)} t_{1}^{2}\right] E\left[Y_{2}^{(2)}\right] E\left[Y_{1}^{(3)}\right]+3 C_{2}^{3} E\left[Y_{1}^{(1)}\right] E\left[Y_{1}^{(2)} t_{1}^{2}\right] E\left[Y_{1}^{(3)}\right] \\
& +3 C_{1}^{3} E\left[Y_{2}^{(1)}\right] E\left[Y_{1}^{(2)}\right] E\left[Y_{2}^{(3)} t_{2}^{2}\right]+6 C_{2}^{3} E\left[Y_{2}^{(2)} t_{2}\right] E\left[Y_{1}^{(2)} t_{1}\right] E\left[Y_{2}^{(2)} t_{1}\right] E\left[Y_{1}^{(3)}\right] \\
& +6 C_{1}^{3} E\left[Y_{2}^{(1)} t_{1}\right] E\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(3)} t_{1}\right]+6 C_{1}^{3} E\left[Y_{1}^{(1)}\right] E\left[Y_{1}^{(2)} t_{1}\right] E\left[Y_{1}^{(3)} t_{1}\right]
\end{aligned}
$$
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Note that in the development of (7.5) we used the following:
\[
\begin{aligned}
E\left[Y_{m}^{(l)}\right] & =E\left[Y_{1}^{(l)}\right] \quad \ell=1,2,3 \text { and } m=1,2,3 \\
E\left[Y_{m}^{(r)} Y_{m}^{(o)}\right] & =E\left[Y_{2}^{(r)} Y_{2}^{(o)}\right] \quad \forall r \neq s, r, s=1,2,3 \\
E\left[Y_{m}^{(\ell)} t_{m}^{k}\right] & =E\left[Y_{2}^{(\rho)} t_{2}^{k}\right] \quad \forall k<\infty
\end{aligned}
\]

Note also that Equation (7.5) cannot be further simplified. However, if \(Y_{i}^{(1)} \equiv Y_{i}^{(2)} \equiv Y_{i}^{(3)} \equiv 1\), then (7.5) becomes exactly \(E[N(t)]^{3}\) given by:
\[
+o(1)
\]

Note also that Equation (7.6) coincides perfectly with \(E[N(t)]^{3}\) in Adè, M. \& Malhamé, R.P. [2], and Murthy (after correcting his algebra [13]). This provides an independent validation of the approach elaborated in the present chapter.
\[
\begin{aligned}
& E[N(t)]^{3}=\frac{t^{3}}{\mu_{i}^{3}}+\left(\frac{\rho \mu_{2}-12 \mu_{2}^{2}}{2 \mu_{i}^{2}}\right) t^{2} \\
& +\left(\frac{9 \mu_{2}^{2}-3 u_{3} \mu_{1}+7 \mu_{i}^{2}-12 \mu_{2} \mu_{2}^{2}}{\mu_{2}^{2}}\right) t \\
& +\left(\frac{-3 \mu_{1}^{2} \mu_{1}-36 \mu_{2}^{2} \mu_{i}^{2}+16 \mu 3 \mu_{3}^{2}+14 \mu_{2} \mu_{i}^{4}+12 \mu_{2}^{3}-4 \mu_{i}^{i}}{4 \mu_{i}^{i}}\right)
\end{aligned}
\]
\[
\begin{aligned}
& C_{1}=\frac{1}{\mu_{1}} \\
& C_{2}=\frac{2 \mu_{3}}{2 n_{1}^{2}} \\
& C_{3}=\frac{2 \mu_{2}}{\omega_{5}} \\
& C_{4}=\frac{9 \mu_{7}}{\mu_{i}^{2}} \\
& C_{3}=\frac{9 c_{3}^{2}-3 \mu_{m} \mu_{1}}{\mu_{i}^{2}}
\end{aligned}
\]
\[
\begin{aligned}
& C_{7}=\frac{9 \mu_{7}}{\mu_{2}^{2}} \\
& C_{3}=\frac{-3 u^{2} u^{2}+12 u_{3}^{3}}{4 \mu_{2}^{2}}
\end{aligned}
\]

\subsection*{2.8 RECURSIVE GENERATION OF \(P_{n}(t)\)}
8. Recursive Generation of \(P_{n}(t)\)

The monomials occurring in \(E\left[P_{n}(t)\right]\) are generated recursively and inherited from each others, following by that a specific pattern according to the analysis elaborated in this chapter. For example, mon \(\Pi_{2}^{(2,3)}=Y_{1}^{(1)} Y_{1}^{(3)} Y_{2}^{(2)}\) (monommial associated with a partition of 3 letters into 2 blocks), generates in the fourth generation the following three distinct monomials: \(Y_{1}^{(1)} Y_{1}^{(3)} Y_{1}^{(4)} Y_{2}^{(2)}, Y_{1}^{(1)} Y_{2}^{(3)} Y_{2}^{(2)} Y_{2}^{(4)}\) and \(Y_{2}^{(2)} Y_{1}^{(3)} Y_{2}^{(2)} Y_{3}^{(4)}\)

As we can remarl, the first two monomials are associated with a partition of 4 letters into 2 blocis. In each of these two generated monomials, the "new" letter \(Y^{(4)}\) is located at the end of each block, taking as lower index the position number of this block. The last monomial has, however, 3 blocks; this is an augmented (in the number of blocks) or innovated monomial, where \(Y^{(0)}\) is located at the end of these two blocks and has 3 as lower index.

In general, mon \(\Pi_{f}^{(m, n-1)}\) generates in the \(n-t h\) generation \(m\) monomials of \(n\) letters with \(m\) blocks, plus an augmented monomial of \(n\) letters with \(m+1\) blocks, following essentially the same pattern described previously.

First Generation \(\quad \mathcal{Z}_{i}^{\prime}=\left(Y^{(1)}\right)\)
1.1.1 \(\quad \operatorname{mon} \Pi_{1}^{(1.1)}=Y_{1}^{(1)}\)

Second Generation \(Y_{2}^{\prime}=\left(Y^{(1)} Y^{(2)}\right)\)
2.1.1 \(Y_{1}^{(1)} \longrightarrow \operatorname{mon}_{1}^{(1,2)}=Y_{2}^{(1)} Y_{1}^{(2)}\)
\(\longrightarrow \operatorname{mon} \Pi_{!}^{(2,2)}=Y_{i}^{(1)} Y_{2}^{(2)}\)
Third Generation \(\quad Y_{j}^{\prime}=\left(Y^{(1)} Y^{(2)} Y^{(3)}\right)\)
3.1.1 \(Y_{1}^{(1)} Y_{1}^{(2)} \longrightarrow \operatorname{monn}_{1}^{(1,3)}=Y_{2}^{(1)} Y_{1}^{(2)} Y_{2}^{(3)}\)
3.2.1 \(Y_{1}^{(1)} Y_{2}^{(2)} \longrightarrow \operatorname{monH}_{2}^{(2,3)}=Y_{1}^{(2)} Y_{2}^{(3)} Y_{2}^{(2)}\)


Fourth Generation \(\quad \underline{Y}_{1}^{\prime}=\left(Y^{(1)} Y^{(2)} Y^{(3)} Y^{(4)}\right)\)
4.1.1 \(Y_{1}^{(1)} Y_{2}^{(2)} Y_{2}^{(3)} \longrightarrow{\operatorname{mon} \Pi_{2}^{(2,4)}=Y_{1}^{(1)} Y_{1}^{(2)} Y_{2}^{(3)} Y_{2}^{(4)}}^{m o n \Pi^{(2,4)}=Y_{1}^{(1)} Y_{2}^{(2)} Y_{1}^{(3)} Y_{2}^{(4)}}\)
4.2.1 \(\quad Y_{1}^{(1)} Y_{1}^{(2)} Y_{2}^{(3)} \longrightarrow \operatorname{mon}_{2}^{(2,4)}=Y_{2}^{(1)} Y_{2}^{(2)} Y_{2}^{(4)} Y_{2}^{(3)}\)



References
\(n(n-1) .1\)


Recall that for each generation, there are \(B_{n}\) monomials where \(B_{n}\) are Bell's numbers.
9. Conclusion

As we observe, the evaluation of \(E\left[P_{n}(t)\right]\), using the present approach, is based only on \(\phi_{n}\left(i_{*}^{m}\right)\), since the monomials of \(P_{n}(t)\) are generated recursively. Note that the constants \(\gamma_{1}\) to \(\gamma_{n+1}\) in the expausion of \(\phi_{n}(t)\) can be computed using e.g. an algorithm of Teugels [19]. Thus, using a symbolic language of programming as Maple or Mathematica, the symbolic computation of \(E\left[P_{n}(t)\right]\) can be performed efficiently.
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\section*{CHAPTER 3}

Asymptotics of the Moments of Cumulative Vector Renewal
Reward Processes: The Case \(N(t)+1\)
"Generalization of Wald's Fundamental Equation in the
Discrete Time: An asymptotic Study"

\section*{1. Introduction: Classical Definitions and Notations}

Consider a renewal sequence \(\left\{t_{i}\right\} i=1,2, \ldots\) of i.i.d. non negative variables (time intervals). To each \(t_{i}\), we associate a random vector function \(Y_{i} \in \mathbb{R}^{d}, d \geq 1\), which in general depends on \(t_{i}\). We assume that \(\left[t_{i}, Y_{i}\right], i \geq 1\), is a sequence of i.i.d. random vectors (the components of \(Y_{i}\) could be interdependent), where 'indicates vector transposition. The general problem of interest here is that of obtaining asymptotic expression of \(E\left[P_{n}^{*}(t)\right]\) as time \(t\) increases, where the products \(P_{n}^{*}(t)\), \(n \geq 1\), are of the form: \(P_{n}^{( }(t)=\prod_{\ell=1}^{n}\left(\sum_{i=1}^{N(t)+1} Y_{i}^{(\ell)}\right)\), ( \(\left.\ell\right)\) refers to the \(\ell^{\text {th }}\) component of the \(Y_{i}\) vector, \(N(t)\) is the random integer such that \(\sum_{i=1}^{N(t)} t_{i} \leq t \leq \sum_{i=1}^{N(t)+1} t_{i}\). More generally, we can evaluate the asymptotic expression of \(E\left[\bar{P}_{n}(t)\right]\) where \(\bar{P}_{n}(t)=\prod_{\lambda=1}^{n}\left(\sum_{i=1}^{N(\ell)+1} Y^{(t)}\right)^{p t}\) such that \(\sum_{t=1}^{n} p_{t}=n\). Such sums appear in the study of cumulative processes ( \(\mathrm{Sminh}[8]\) ).

Clearly, the random integer variable \(N(t)\) represents the number of events in the interval \((0, t)\) of the renewal process \(\left\{t_{i}\right\} i \geq 1\); дote that Karlin \& Taylor [4] and Ross [6] call \(N(t)\) a renewal process, which is slightly different from Smith's [8] terminology. Let \(\{N(t)+1\}\) be a stopping time (Ross [6], Shiryayev [7]) with respect to \(\left\{t_{i}\right\} i \geq 1\), i.e., the event \(\{N(t)+1=n\}\) depends only on \(\left\{t_{1}, \ldots, t_{n}\right\}\) and therefore independent of \(\left\{t_{n+1}, t_{n+2}, \ldots\right\}\), whereas \(\{N(t)=n\}\) depends on \(\left\{t_{1}, \ldots, t_{n}, t_{n+1}\right\}\). We write \(K_{r}^{(\ell)}=E\left[\left[Y_{i}^{(\ell)}\right]_{r}\right], \mu_{r}=E\left[r_{i}^{r}\right], \mu_{j k}^{(l)}=E\left[t_{i}^{j}\left[Y_{i}^{(\ell)}\right]_{k}^{k}\right]\), where \(\ell=1, \ldots, d_{;}, j, k, r=1,2 \ldots\); and \(K_{r}^{(\ell)}+\mu_{r}+\mu_{2 k}^{(\ell)}<\infty\). We also assume that the distribution of the underlying renewal process
is class \(\mathcal{L}\) (Smith [9]) i.e., the class of distribution functions \(F(\cdot)\) for which \(F_{m}(\cdot)\), for some finite \(n\), has an absolutely continuons component, where \(F(\cdot)\) and \(F_{n}(\cdot)\) are the distribution of \(\left\{t_{i}\right\} ; \geq 1\) and \(T_{n}=\sum_{i=1}^{n} t_{i}\) respectively.

The fundamental difference between \(N(t)\) and \(N(t)+1\) is very crucial, indeed Corollary 2 , Proposition 1 and Theorem 1 of Ades and Malhame [ 1 ] are no longer valid if we replace \(N(t)\) by \(N(t)+1\); the present chapter is a consequence of that fact. Besides the interchangeability idea developed in [I], we shall need here the theory of martingales to overcome the difficulty inherent to the analysis of the last renewal cycles involved in the summation part of \(P_{n}^{-}(t)\).

Our approach consists in classifying the product of random variables appearing in \(P_{n}(t)\) into separate classes which we term expectation summable class. More precisely, such expectation summable classes of random variables, can each be associated with an auviliary martingale sequence that can be shown via exchangeability type arguments to have the same expectation as that of the sum of random variables in this expectation summable class. Subsequently, using the marringale property, the asymptotic behaviour of the expectation of that sum is characterized.

The present chapter is organized as follows. In Section 2, we carry out a study of the asymptotic behaviour of \(E\left[P_{2}^{\prime}(t)\right]\), while the results are well known, this section is, nevertheless, useful in illustrating our methodology on a relatively simple case. In Section 3 , we present the analysis for \(E\left[P_{3}^{*}(t)\right]\) wherein we introduce the notion of partition appropriate to our study. In Section 4, we present combinatorial elements essential in partitioning the product of random variables in \(P_{n}^{*}(t)\) into expectation summable classes. In Section 5, we develop general asymptotic expressions for \(E\left[P_{n}^{\prime}(t)\right]\). Detailed computations for evaluating explicitly the asymptotic expression in the case \(n=3\) are performed in Section 6. Finally, a recursive scheme is given in Section 7 for generating \(P_{n}(t)\).
2. Asymptotics of \(E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(1)} \sum_{i=1}^{N(t)+1} Y_{i}^{(2)}\right]\)

This section deals with two types of scalar cumulative processes. Carrying out the ordinary multiplication of \(\sum_{i=1}^{N(t)+1} Y_{i}^{(1)} \sum_{i=1}^{N(t)+1} Y_{i}^{(2)}\) results in the following two dimensional array valid for \(N(t) \geq 2\) :
\[
32 \text { ASYMPTOTICS OF } E\left[\sum_{i=1}^{N(t)+1} Y_{0}^{(1)} \sum_{N=1}^{N(t)+1} Y_{t}^{(2)}\right]
\]
\[
\left.\begin{array}{l}
Y_{1}^{(1)} Y_{2}^{(2)}+Y_{1}^{(2)} Y_{2}^{(2)}+Y_{1}^{(1)} Y_{3}^{(2)}+\cdots+Y_{1}^{(1)} Y_{N(t)}^{(2)}+Y_{1}^{(1)} Y_{N(t)+1}^{(2)} \\
+Y_{2}^{(1)} Y_{1}^{(2)}+Y_{2}^{(1)} Y_{2}^{(2)}+Y_{2}^{(2)} Y_{3}^{(2)}+\cdots+Y_{2}^{(1)} Y_{N(t)}^{(2)}+Y_{2}^{(1)} Y_{N(t)+1}^{(2)} \\
+Y_{3}^{(1)} Y_{1}^{(2)}+Y_{3}^{(1)} Y_{2}^{(2)}+Y_{3}^{(2)} Y_{3}^{(2)}+\cdots+Y_{3}^{(1)} Y_{N(t)}^{(2)}+Y_{3}^{(1)} Y_{N(t)+1}^{(2)} \\
\vdots \\
+Y_{N(t)}^{(1)} Y_{2}^{(2)}+Y_{N(t)}^{(1)} Y_{2}^{(2)}+Y_{N(t)}^{(1)} Y_{3}^{(2)}+\cdots+Y_{N(t)}^{(1)} Y_{N(t)}^{(2)}+Y_{N(t)}^{(1)} Y_{N(t)+1}^{(2)} \\
+Y_{N(t)+1}^{(1)} Y_{2}^{(2)}+Y_{N(t)+1}^{(1)} Y_{2}^{(2)}+Y_{N(t)+1}^{(1)} Y_{3}^{(2)}+\cdots+Y_{N(t)+1}^{(1)} Y_{N(t)}^{(2)}+Y_{N(t)+1}^{(1)} Y_{N(t)+1}^{(2)}
\end{array}\right\}
\]

Note that the distribution of \(Y_{N(t)+1}^{(1)}\) is in general different from that of \(Y_{i}^{(1)} i=1,2, \ldots, N(t)\). This is the so-called renewal paradoc; for more details and additional references see, e.g., Feller [3] and Ross [6]. Thus, conditional on \(\{N(t)=n\}\) the random variables \(\left(Y_{1}^{(1)}, \ldots, Y_{n}^{(1)}\right)\) and \(Y_{n+1}^{(1)}\) are not exchangeable. Consequently as a result of this fact, the approach developed for the case \(N(t)\) in \([1]\) cannot be directly transposed for the case \(N(t)+1\). From (2.1) we distinguish the following three cases:
(a) random variables on the diagonal \(Y_{i}^{(1)} Y_{i}^{(2)}\) for \(i=1,2, \ldots, N(t)+1\).
(b) random variables on the right of this diagonal.
i) \(E\left[Y_{i}^{(1)} Y_{j}^{(2)} \mid N(t)\right]=E\left[Y_{2}^{(1)} Y_{2}^{(2)} \mid N(t)\right]\)
for \(i \neq j\) and \(i, j=1,2, \ldots, N(t) ; N(t) \geq 2\).
This is Lemma 1 in Ades and Malhame [1].
ii) \(E\left[Y_{i}^{(1)} Y_{N(t)+1}^{(2)} \mid N(t)\right]=E\left[Y_{2}^{(1)} Y_{N(t)+1}^{(2)} \mid N(t)\right]\)
for \(i=1,2, \ldots, N(t) ; N(t) \geq 1\).
This can be shown following an approach similar to Lemma 1 in Ades and Malhamé [1].
(c) random variables of the left of this diagonal.

For such variables we have:
i) \(E\left[Y_{i}^{(2)} Y_{j}^{(1)} \mid N(t)\right]=E\left[Y_{2}^{(2)} Y_{2}^{(1)} \mid N(t)\right]\) for \(i \neq j\) and \(i, j=1,2, \ldots, N(t) ; N(t) \geq 2\).
ii) \(E\left[Y_{i}^{(2)} Y_{N(t)+1}^{(1)}[N(t)]=E\left[Y_{1}^{(2)} Y_{N(t)+1}^{(1)}[N(t)]\right.\right.\) for \(i=1,2, \ldots, N(t) ; N(t) \geq 1\).
\[
32 \text { ASYMPTOTICS OF } E\left[\sum_{i=1}^{N(i)+1} Y_{i}^{(1)} \sum_{i=1}^{N(t)+1} Y_{i}^{(2)}\right]
\]

The toral number of products of random variables occurning in caregories (b) i -ii) is as follows: \(\frac{(N(t)+1)^{(2)}}{2}\) for case (b) i) and \(N(t)\) for case (b) ii), where
\[
\begin{equation*}
N(t)^{(k)}=k \sum_{i=1}^{N(t)}(i-1)(i-2) \cdots(i-k+1) \tag{2.2}
\end{equation*}
\]

Thus, if we add expectations of all the variables in (b) i)-ii), we obtain the following expectation:
\[
E\left[\sum_{i=1}^{N(t)+1}(i-1) Y_{1}^{(2)} Y_{i}^{(2)} \mid N(t)\right] \quad \text { for } \quad N(t) \geq 1
\]

As we show further, the above expectation can be evaluated using martingales techniques. We term the merge of prodnct of random variables in (b) i)-ii) an expectation summable class.

Applying the same analysis for step (c) i)-ii) results in a total expectation of:
\[
E\left[\sum_{i=2}^{N(t)+1}(i-1) Y_{2}^{(2)} Y_{i}^{(1)} \mid N(t)\right] \quad \text { for } \quad N(t) \geq 1
\]

Again the merge of product of random variables in (c) i)-ii) is also an expectation summable class. It follows that for \(N(t) \geq 1\) :
\[
\begin{align*}
& E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(1)} \sum_{i=1}^{N(t)+1} Y_{i}^{(2)} \mid N(t)\right]=E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(1)} Y_{i}^{(2)} \mid N(t)\right]  \tag{2.3}\\
& \quad+E\left[\sum_{i=1}^{N(t)+1}(i-1) Y_{2}^{(1)} Y_{i}^{(2)} \mid N(t)\right]+E\left[\sum_{i=1}^{N(t)+1}(i-1) Y_{i}^{(2)} Y_{i}^{(1)} \mid N(t)\right] .
\end{align*}
\]

Thus, the law of total probability entails:
\[
\begin{align*}
& E\left[\sum_{i=1}^{N(t)+2} Y_{i}^{(1)} \sum_{i=1}^{N(t)+2} Y_{i}^{(2)}\right]=E\left[\sum_{i=1}^{N(t)+2} Y_{i}^{(1)} Y_{i}^{(2)}\right]  \tag{2.4}\\
& \quad+E\left[\left(\sum_{i=1}^{N(t)+1}(i-1) Y_{i}^{(1)} Y_{i}^{(2)}\right) I\left(t_{1} \leq t\right)\right]+E\left[\left(\sum_{i=1}^{N(t)+1}(i-1) Y_{1}^{(2)} Y_{i}^{(1)}\right) I\left(t_{1} \leq t\right)\right]
\end{align*}
\]
where \(I(\cdot)\) is the indicator function.
2.1. Evaluation of the Expectations in the RHS of (2.4). The first expectation can be evaluated via Wald's fundamental equation:
\[
E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(1)} Y_{i}^{(2)}\right]=E\left[Y_{1}^{(1)} Y_{2}^{(2)}\right] E[N(t)+1]
\]

In order to evaluate the next two expectations, we apply martingales techniques. We proceed as follows:
\[
32 \text { ASYMPTOTICS OF } E\left[\sum_{i=1}^{N(0)+2} Y_{0}^{(2)} \sum_{i=1}^{N(2)+2} y_{0}^{(2)}\right]
\]
- Under conditioning on \(t_{1}\), we have
\[
\begin{align*}
& E\left[\left(\sum_{i=1}^{N(t)+1}(i-1) Y_{2}^{(2)} Y_{i}^{(2)}\right) I\left(t_{1} \leq t\right)\right] \\
& \left.\quad=E\left[E\left[\left(\sum_{i=1}^{N(t)+1}(i-1) Y_{i}^{(2)} Y_{i}^{(2)}\right) I\left(t_{1} \leq t\right) \mid t_{1}\right]\right]\right]  \tag{2.5}\\
& \left.\quad=E\left[E\left[Y_{i}^{(2)}\left[t_{1}\right] E\left[\sum_{i=1}^{N\left(t-t_{2}\right)+2}(i-1) Y_{i}^{(2)}\right) I\left(t_{2} \leq t\right) \mid t_{1}\right]\right]\right]
\end{align*}
\]
where \(N\left(t-t_{1}\right)\) is defined only for \(t \geq t_{1}\).
- In order to evaluate the second erpectation in the RES of (2.5), we need to cousider the
following sequence:
\[
\begin{equation*}
S_{n}=\sum_{i=1}^{n}(i-1)\left(Y_{i}^{(2)}-\mu\right) \tag{2.6}
\end{equation*}
\]
for all finite \(n \geq 2\) and \(\mu=E\left[Y_{2}^{(2)}\right]\).
Note that \(S_{n}\) is a martingale since \(E\left[\left|S_{n}\right|\right]<\infty\) for all finite \(n \geq 2\) and \(E\left[S_{n+1} \mid S_{2}, S_{3}, \ldots, S_{n}\right]=S_{n}\).
- Consider the random variable \(N=N\left(t-t_{1}\right)+2\) for \(t_{1} \leq t\), and assuming that \(Y_{i}^{(2)}\) are measurable functions of \(t_{i}, N\) will be a stopping time with respect to the \(\sigma\)-field \(\mathcal{F}_{n}^{S}=\sigma\left(\omega, S_{2}, S_{3}, \ldots, S_{n}\right)\). If we assume that the fundamental renewal cycles are such that \(E[N(t)]^{\ell}<\infty\) for all finite \(\ell \geq 0\) and for all finite \(t\), then \(E[N]<\infty\). Now define \(\xi_{i}=(i-1)\left(y_{i}^{(2)}-\mu\right), i=2, \ldots, n\). Note that \(E\left[\sum_{i=2}^{N} E\left[\xi_{i}| | t_{1}\right] \leq \bar{\mu} E\left[\left.\frac{N(N-1)}{2} \right\rvert\, t_{1}\right]<\infty\right.\), where \(\bar{\mu}\) is the upper bound on the expectation of the absolute value of individual rewards. - It follows from Shiryayev's \([7]\) problem 6 on page 464 , that \(E\left[S_{N} \mid t_{2}\right]=\) \(E\left[S_{2} \mid t_{2}\right]=0\), and after some algebra we have
\[
\begin{align*}
& E\left[\left(\sum_{i=1}^{N\left(t-t_{1}\right)+2}(i-1) Y_{i}^{(2)}\right) I\left(t_{1} \leq t\right) \mid t_{1}\right] \\
& \quad=E\left[Y_{2}^{(2)}\right] E\left[\left.\frac{\left(N\left(t-t_{1}\right)+2\right)\left(N\left(t-t_{2}\right)+2\right)}{2} I\left(t_{1} \leq t\right) \right\rvert\, t_{1}\right] \tag{2.7}
\end{align*}
\]

Using (2.7) in (2.5) yields:
\[
\begin{align*}
E[E & {\left.\left[\left(\sum_{i=1}^{N(t)+1}(i-1) Y_{2}^{(1)} Y_{i}^{(2)}\right) I\left(t_{1} \leq t\right) \mid t_{1}\right]\right] } \\
& =E\left[\left.E\left[Y_{2}^{(1)} \mid t_{1}\right] E\left[Y_{2}^{(2)}\right] E\left[\frac{\left(N\left(t-t_{1}\right)+2\right)\left(N\left(t-t_{2}\right)+1\right.}{2}\right) I\left(t_{1} \leq t\right) \right\rvert\, t_{1}\right] . \tag{2.8}
\end{align*}
\]

Subsequently, adapting Lemmas 5 and 6 of Section 6 in Ades and Malhame [1], we can write asymptotically:

\section*{32 ASMartotics or \(E\left[\sum_{n=1}^{N(1)+1} Y_{0}^{(2)} \sum_{i=1}^{N(1)+1} Y_{1}^{(2)}\right]\)}
\(E\left[E\left[Y_{1}^{(1)} \mid\left[t_{1}\right] E\left[\phi_{2}\left(t-t_{1}\right) I\left(t_{1}>t\right) \mid t_{1}\right]\right]=\alpha(1)\right.\) and \(E\left[E\left[Y_{1}^{(1)}\left[t_{1}\right] E\left[\omega_{2}\left(t-t_{1}\right) \mid t_{2}\right]\right]=\alpha(1)\right.\), where \(\phi_{m}(t)=E\left[\prod_{=1}^{n}(N(t)+\ell)\right]\) and \(\omega\left(t-t_{1}\right)\) is the remainder in the aymptotic expansion of \(\phi_{2}\left(t-t_{1}\right)\) given \(t_{1}\). Thus, we can write:
\[
\begin{equation*}
E\left[\left(\sum_{i=1}^{N(t)+2}(i-1) Y_{2}^{(1)} Y_{i}^{(2)}\right) I\left(t_{2} \leq t\right)\right]=E\left[Y_{2}^{(2)}\right] E\left[\frac{Y_{1}^{(1)} \phi_{2}\left(t-t_{1}\right)}{2} I\left(t_{1} \leq t\right)\right]+\alpha(1) . \tag{2.9}
\end{equation*}
\]

Following similar steps, the third expectation in the RHS of (24), can be written as:
\(E\left[\left(\sum_{i=1}^{N(t)+1}(i-1) Y_{1}^{(2)} Y_{i}^{(1)}\right) I\left(t_{1} \leq t\right)\right]=E\left[Y_{2}^{(1)}\right] E\left[\frac{Y_{1}^{(2)} \delta_{7}\left(t-t_{1}\right)}{2} I\left(t_{1} \leq t\right)\right]+o(1)\)
Thus:
\[
\begin{align*}
& E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(1)} \sum_{i=1}^{N(t)+2} Y_{i}^{(2)}\right]=E\left[Y_{2}^{(1)} Y_{3}^{(2)}\right] E[N(t)+1] \\
& \quad+E\left[Y_{2}^{(2)}\right] E\left[\frac{Y_{1}^{(1)} \phi_{2}\left(t-t_{1}\right)}{2} I\left(t_{2} \leq t\right)\right]  \tag{2.11}\\
& \quad+E\left[Y_{2}^{(1)}\right] E\left[\frac{Y_{1}^{(2)} \phi_{2}\left(t-t_{1}\right)}{2} I\left(t_{1} \leq t\right)+o(1) .\right.
\end{align*}
\]
2.2. Asymptotic Explicit Expressions for \(E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(1)} \sum_{i=1}^{N(t)+1} Y_{i}^{(2)}\right]\) and \(E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(2)}\right]^{2}\).
Using (2.11) and Smith's asymptotic analysis of factorial moments [9], we obtain:
\[
\begin{aligned}
E[ & \left.\sum_{i=1}^{N(t)+2} Y_{i}^{(1)} \sum_{i=1}^{N(t)+1} Y_{i}^{(2)}\right]=\frac{E\left[Y_{1}^{(1)}\right] E\left[Y_{1}^{(2)}\right]}{\mu_{1}^{2}} t^{2} \\
& +\left(\frac{E\left[Y_{1}^{(1)} Y_{1}^{(2)}\right]}{\mu_{1}}+\frac{2 \mu_{2} E\left[Y_{1}^{(2)}\right] E\left[Y_{3}^{(2)}\right]}{\mu_{2}^{3}}-\frac{E\left[Y_{1}^{(1)}\right] E\left[t_{1} Y_{1}^{(2)}\right]}{\mu_{1}^{2}}\right. \\
& \left.-\frac{E\left[Y_{1}^{(2)}\right] E\left[t_{1} Y_{1}^{(1)}\right]}{\mu_{1}^{2}}\right) t+\frac{\mu_{2} E\left[Y_{1}^{(1)} Y_{2}^{(2)}\right]}{2 \mu_{2}^{2}} \\
& +E\left[Y_{2}^{(1)}\right] E\left[Y_{1}^{(2)}\right]\left(\frac{3 \mu_{2}^{2}}{2 \mu_{2}^{4}}-\frac{2 \mu_{3}}{3 \mu_{2}^{3}}\right)+\frac{E\left\lceil Y_{1}^{(1)}\right] E\left[t_{2}^{2} Y_{2}^{(2)}\right]}{2 \mu_{2}^{2}} \\
& +\frac{E\left[Y_{1}^{(2)}\right] E\left[t_{1}^{2} Y_{1}^{(1)}\right]}{2 \mu_{1}^{2}}-\frac{\mu_{2} E\left[Y_{1}^{(1)}\right] E\left[t_{1} Y_{1}^{(2)}\right]}{\mu_{1}^{3}} \\
& -\frac{\mu_{2} E\left[Y_{1}^{(2)}\right] E\left[t_{1} Y_{1}^{(1)}\right]}{\mu_{2}^{3}}+o(1) .
\end{aligned}
\]

When \(Y_{i}^{(1)}\) and \(Y_{i}^{(2)}\) are identical, (2.12) yields:
\[
\begin{align*}
& E\left[\sum_{i=1}^{N(1)+2} Y_{i}^{(2)}\right]^{2}=\frac{E^{2}\left[Y_{i}^{(1)}\right]}{\mu_{1}^{2}} t^{2}+\left(\frac{\left.E Y_{i}^{(2)}\right]_{1}^{2}}{\mu_{1}}\right. \\
& \left.+\frac{2 \mu_{2} E^{2}\left[Y_{2}^{(2)}\right]-2 \mu_{2} E\left[Y_{2}^{(1)}\right] E\left[t_{2} Y_{1}^{(1)}\right]}{\mu_{2}^{3}}\right) t \\
& +\frac{\mu_{2} E\left[Y_{2}^{(1)}\right]^{2}}{2 \mu_{2}^{2}}+\frac{9 \mu_{2}^{2} E^{2}\left[Y_{1}^{(1)}\right]}{6 \mu_{2}^{4}}-\frac{2 \mu_{3} E^{2}\left[Y_{1}^{(2)}\right.}{3 \mu_{2}^{3}}  \tag{2.13}\\
& +\frac{\left.E T Y_{1}^{(2)}\right] E\left[t_{1}^{3} Y_{1}^{(1)}\right]}{\mu_{2}^{2}}-\frac{2 \mu_{2} E\left[Y_{1}^{(1)}\right] E\left[t_{1} Y_{2}^{(1)}\right]}{\mu_{2}^{3}}+o(1) .
\end{align*}
\]

The result for \(E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(1)}\right]^{2}\) is well known in the literature and coincides with (2.13); however, existing derivations are based on computing characteristic functions (Smith [8], Murthy [5]).

As shown in Ades and Malhamé [2], the evaluation of \(E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(1)} \sum_{i=1}^{N(i)+1} Y_{i}^{(2)}\right.\) \(\left.\sum_{i=1}^{N(t)+2} Y_{i}^{(3)}\right]\) using characterisric functions and linearization technique is very long and redious. By contrast, the approach herein presented for the bivariate case generalizes to the multivariate case \(\left.E \mid P_{n}^{-}(t)\right]\) much more easily.

Before tackling the general case, and for expository purposes, we yet present the combinatorial analysis for \(n=2,3\).
3. Expression for \(E\left[\prod_{t=1}^{3} \sum_{i=1}^{N(t)+1} Y_{i}^{(\ell)}\right]\)

We give the analogne of equation (2.4) for the trivariate case.
\begin{tabular}{|c|}
\hline \[
E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(1)} \sum_{i=1}^{N(t)+2} Y_{i}^{(2)} \sum_{i=1}^{N(t)+1} Y_{i}^{(3)}\right]=E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(1)} Y_{i}^{(2)} Y_{i}^{(3)}\right]
\] \\
\hline \(+E\left[\left(\sum_{i=1}^{N(t)+1}(i-1) Y_{2}^{(1)} Y_{2}^{(2)} Y_{i}^{(3)}\right) I\left(t_{2} \leq t\right)\right]\) \\
\hline \(+E\left[\left(\sum_{i=1}^{N(i)+1}(i-1) Y_{2}^{(3)} Y_{i}^{(2)} Y_{i}^{(2)}\right) I\left(t_{1} \leq t\right)\right]\) \\
\hline \(+E\left[\left(\sum_{i=1}^{N(t)+2}(i-1) Y_{1}^{(2)} Y_{2}^{(3)} Y_{i}^{(2)}\right) I\left(t_{1} \leq t\right)\right]\) \\
\hline \(+E\left[\left(\sum_{i=1}^{N(2)+1}(i-1) Y_{1}^{(2)} Y_{i}^{(1)} Y_{i}^{(3)}\right) I\left(t_{1} \leq t\right)\right]\) \\
\hline \(+E\left[\left(\sum_{i=1}^{N(t)+1}(i-1) Y_{i}^{(1)} Y_{i}^{(2)} Y_{i}^{(3)}\right) I\left(t_{1} \leq t\right)\right]\) \\
\hline \(+E\left[\left(\sum_{i=1}^{N(t)+1}(i-1) Y_{1}^{(2)} Y_{2}^{(3)} Y_{i}^{(1)}\right) I\left(t_{1} \leq t\right)\right]\) \\
\hline \(+E\left[\left(\sum_{N=1}^{(1)+2}(i-1)(i-2) Y_{1}^{(1)} Y_{2}^{(2)} Y_{i}^{(3)}\right) I\left(t_{1}+t_{2} \leq t\right)\right]\) \\
\hline \(+E\left[\left(\sum_{i=1}^{N(t)+1}(i-1)(i-2) Y_{2}^{(2)} Y_{2}^{(3)} Y_{i}^{(2)}\right) I\left(t_{1}+t_{2} \leq t\right)\right]\) \\
\hline \(+E\left[\left(\sum_{i=1}^{N(t)+1}(i-1)(i-2) Y_{2}^{(3)} Y_{2}^{(1)} Y_{i}^{(2)}\right) I\left(t_{1}+t_{2} \leq t\right)\right]\) \\
\hline
\end{tabular}

To understand the structure of Equation (3.1), let us do the combinatorial and probabilistic analysis for the case \(n=2\). We consider the partition of the set \(\{1,2\}\) into \(m\) distinct ordered blocks or classes ( \(m=1,2\) ), that we term erpectation summable classes. In Equation (2.4), we distinguish 3 distinct expectation summable classes of product of random variables which are \(Y_{i}^{(1)} Y_{i}^{(2)}, Y_{i}^{(1)} Y_{i}^{(2)}\), and \(Y_{i}^{(2)} Y_{i}^{(1)}\). The class \(Y_{i}^{(1)} Y_{i}^{(2)}\) is inherited from the case \(n=1\) and corresponds to ordered partition of the set \(\{1,2\}\) into one single block ( \(\{1,2\}\) ) where 1 and 2 represent respectively \(Y^{(1)}\) and \(Y^{(2)}\). The classes \(Y_{i}^{(1)} Y_{i}^{(2)}\) and \(Y_{i}^{(2)} Y_{i}^{(1)}\) are expectation summable classes of random variables specific to the case \(n=2\); they correspond to ordered partitions of the set \(\{1,2\}\) into two blocks, thus yielding the partitions \((\{1\},\{2\})\) and ( \(\{2\},\{1\}\) ). As we have already seen in Section 2.(b)i)-ii) and 2.(c)i)-ii), these two expectations summable classes are made-up of a mix of random variables which have identical expectation, complemented with "edge" random variables associated with an index \(N(t)+1\). Thus, the class \((\{1\},\{2\})\) is madeup of all variables of the type \(Y_{i}^{(1)} Y_{j}^{(2)}\) for \(i \neq j\) and \(i, j=1, \ldots, N(t)\); complemented with \(Y_{i}^{(1)} Y_{N(t)+1}^{(2)}\) variables for \(i=1, \ldots, N(t)\); which are quite probabilistically distinct form the previous ones. Indeed, we have \(E\left[Y_{i}^{(1)} Y_{j}^{(2)} \mid N(t)\right]=E\left[Y_{1}^{(2)} Y_{2}^{(2)} \mid N(t)\right]\) and \(E\left[Y_{i}^{(1)} Y_{N(t)+1}^{(2)} \mid N(t)\right]=E\left[Y_{2}^{(1)} Y_{N(t)+1}^{(2)} \mid N(t)\right]\), for a total number of \(\frac{N(t)(N(t)-1)}{2}\) and \(N(t)\) random variables falling in these two categories, whose
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union results in one expectation summable class given by \(E\left[\sum_{i=1}^{N(\ell)-1}(i-1) Y_{i}^{(1)} Y_{i}^{(2)}\right]\), where we used martingale techniques for computing this expectation

We can now perform the combinatorid and probabilistic analysis for Equation (3.1) based on the case \(n=2\).

We consider the partition of the set \(\{1,2,3\}\) into \(m\) distinct blocks or classes ( \(m=1,2,3\) ), that we term expectation summable classes. Therefore, in (3.1) we can distinguish 10 distinct expectation summable elesses of product of randiom variables. Note that a subset of these classes can be considered as inherited from the cases \(n=1\) and \(n=2\).

More specifically, the class \(Y_{i}^{(1)} Y_{i}^{(2)} Y_{i}^{(3)}\) is inherited form the case \(\pi=1\) and corresponds to ordered partition of the set \(\{1,2,3\}\) into one single block \((\{1,2,3\})\), where 1,2 and 3 represent respectively \(Y^{(1)}, Y^{(2)}\) and \(Y^{(3)}\). The classes \(Y_{i}^{(1)} Y_{i}^{(2)} Y_{i}^{(3)}, Y_{i}^{(3)} Y_{i}^{(1)} Y_{i}^{(2)}, Y_{i}^{(1)} Y_{i}^{(3)} Y_{i}^{(2)}, Y_{i}^{(2)} Y_{i}^{(1)} Y_{i}^{(3)}\), \(Y_{i}^{(1)} Y_{i}^{(2)} Y_{i}^{(3)}\) and \(Y_{1}^{(2)} Y_{1}^{(3)} Y_{i}^{(1)}\) are all inberited from the case \(n=2\) and correspond to ordered partitions of the set \(\{1,2,3\}\) into two blocks, thus yielding the following paritions: \((\{1,2\},\{3\}),(\{3\},\{1,2\}),(\{1,3\},\{2\}),(\{2\},\{1,3\}),(\{1\},\{2,3\})\), and (\{2,3\},\{1\}).
The various above expectations summables classes in (3.1) are made-up of a mix of random variables which have identical expectation, complemented with "edge" random variables associated with an index \(N(t)+1\). For example, to understand the expectation summable class ( \(\{1,2\},\{3\}\) ) we refer to (b)i)-ii) in the beginning of the previous section, thus this class is made-up of all variables of the type \(Y_{i}^{(1)} Y_{i}^{(2)} Y_{j}^{(3)}\) for \(i \neq j\) and \(i, j=1, \ldots, N(t)\); complemented with \(Y_{i}^{(1)} Y_{i}^{(2)} Y_{N(t)+1}^{(3)}\) variables for \(i=1, \ldots, N(t)\); which are probabilistically distinct form the previous ones. Indeed, as in Section 2(b)i)-ii), we have \(E\left[Y_{i}^{(1)} Y_{i}^{(2)} Y_{j}^{(3)} \mid N(t)\right]=E\left[Y_{i}^{(t)} Y_{i}^{(2)} Y_{N(t)+1}^{(3)} \mid N(t)\right]\) and \(E\left[Y_{i}^{(1)} Y_{i}^{(2)} Y_{N(t)+1}^{(3)} \mid N(t)\right]=E\left[Y_{1}^{(1)} Y_{i}^{(2)} Y_{N(i)+1}^{(3)} \mid N(t)\right]\), for a total number of \(\frac{N(t)(N(t)-1)}{2}\) and \(N(t)\) random variables occurring in these two categories whose union results in one expectation surrmable class given by \(E\left[\sum_{i=1}^{N(t)+2}(i-1) Y_{1}^{(1)} Y_{1}^{(2)} Y_{i}^{(3)}\right]\). Clearly, the advantage of grouping the variables in this manner is that martingales techniques can be used as in (2.5) to compute the expectation of this summable class.

Finally, there are expectation summable classes of random variables specific to the case \(\pi=3\); they correspond to ordered partitions of the set \(\{1,2,3\}\) into three blocks, thus yielding the partitions: \((\{1\},\{2\},\{3\}),(\{2\},\{3\},\{1\})\), and \((\{3\},\{1\},\{2\})\).
Indeed, while all variables \(Y_{i}^{(1)} Y_{j}^{(2)} Y_{k}^{(3)}\) for \(i \neq j \neq k\) and \(i, j, k\) less than \(N(t)+1\), have essentially the same expectation, it is not so for the class \(Y_{i}^{(2)} Y_{j}^{(2)} Y_{N(t)+1}^{(3)}\) i \(\neq j\) less than \(N(t)+1\), and the class \(Y_{i}^{(1)} Y_{j}^{(3)} Y_{N(t)+1}^{(2)}\) for \(i \neq j\) less than \(N(t)+1\). Note also that we complement the \(\sum_{i=1}^{N(t)}(i-\)
1)(i-2) random variables of the type \(Y_{i}^{(1)} Y_{j}^{(2)} Y_{k}^{(3)}\) for \(i \neq j \neq k\) and \(i, j, k\) less than \(N(t)+1\), with \(N(t)(N(t)-1)\) random variables of the type \(Y_{i}^{(1)} Y_{j}^{(2)} Y_{N(t)+1}^{(3)}\).

To concince this subsection, note that the 10 distinct partitions or summable classes given in (3.1) are not the total ordered partitions of the set \(\{1,2,3\}\); indeed there are 13 ordered partitions. To be complete, we write the partitions (\{2\}, \{1\}, \{3\}), (\{1\}, \{3\}, \{2\}) and (\{3\}, \{2\}, \{1\}) which correspond to \(Y_{1}^{(2)} Y_{2}^{(1)} Y_{i}^{(3)}, Y_{1}^{(2)} Y_{2}^{(3)} Y_{i}^{(2)}\) and \(Y_{1}^{(3)} Y_{2}^{(2)} Y_{i}^{(1)}\) respectively. However, in each of these three partitions, the last random variable has been already occurred in the previous partitions \(Y_{1}^{(1)} Y_{2}^{(2)} Y_{i}^{(3)}, Y_{1}^{(3)} Y_{2}^{(1)} Y_{i}^{(2)}\) and \(Y_{1}^{(2)} Y_{2}^{(3)} Y_{i}^{(1)}\). The events given in the partitions \(Y_{1}^{(1)} Y_{2}^{(2)} Y_{i}^{(3)}\), \(Y_{1}^{(2)} Y_{2}^{(3)} Y_{i}^{(1)}\) and \(Y_{1}^{(3)} Y_{2}^{(1)} Y_{i}^{(2)}\) are probabilistically the same as the partitions \(Y_{1}^{(2)} Y_{2}^{(1)} Y_{i}^{(3)}, Y_{1}^{(3)} Y_{1}^{(2)} Y_{i}^{(2)}\) and \(Y_{1}^{(1)} Y_{2}^{(3)} Y_{i}^{(2)}\) respectively; for this reason we did not consider them in (3.1).
3.1. Generalization of Equation (2.9). As we will use very often the idea of partition of the set \(\{1,2, \ldots, n\}\) into \(m\) distinct blocks, let us define mon \(\eta_{l}^{(m, n)}\) as the \(\ell\)-th monomial associated with a partition \(\Pi\) of \(n\) letters into \(m\) non-empty distinct blocks having the same lower index in each block.

We generalize now Equation (2.9) in two steps (a) and (b), which is the most general form of (2.9).
(a) Using martingales techniques, as in (2.7), we can show that:
\[
\begin{align*}
& E\left[\left(\sum_{i=1}^{N(t)+1}(i-1)(i-2) \cdots(i-k+1) Y_{2}^{\left(i^{1}\right)} Y_{2}^{\left(j^{2}\right)} \cdots Y_{k-1}^{\left(j^{k-2}\right)} Y_{i}^{\left(j^{*}\right)}\right) I\left(\sum_{i=1}^{k-1} t_{i} \leq t\right)\right]  \tag{3.2}\\
& =(1 / k) E\left[Y_{k}^{\left(\dot{j}^{*}\right)}\right] E\left[Y_{1}^{\left(d^{2}\right)} Y_{2}^{\left(j^{2}\right)} \ldots Y_{k-1}^{\left(\dot{j}^{*-2}\right)} \phi_{k}\left(t_{k-1}^{*}\right) I\left(\sum_{i=1}^{k-1} t_{i} \leq t\right)\right]+o(1)
\end{align*}
\]
where
- the index 2 in \(\left(j^{2}\right)\) represents the belonging of \(Y_{2}^{\left(j^{2}\right)}\)
to the second block.
- \(E\left[Y_{k}^{\left(j^{k}\right)}\right]=E\left[Y_{1}^{\left(j^{k}\right)}\right]\)
- \(t_{k-1}^{t}=t-\sum_{i=1}^{k-1} t_{i}\)
- \(\phi_{k}\left(t_{k-1}^{*}\right)=E\left[\prod_{\ell=1}^{k}\left(N\left(t_{k-1}^{*}\right)+\ell\right)\right]\)

Note that on the LHS of (3.2) there is only one monomial with \(k\) blocks given by \(Y_{1}^{\left(s^{1}\right)} \boldsymbol{Y}_{2}^{\left(j^{2}\right)} \ldots Y_{k-1}^{\left(j^{n-1}\right)} \boldsymbol{Y}_{i}^{\left(j^{+}\right)}\). In the general context we have different monomials with \(k\) blocks, thus for generating these distinct monomials, the indices \(\left\{j^{2}, j^{2}, \ldots, j^{k-1}, j^{k}\right\}\) could be any permutation of the set \(\{1,2, \ldots, k\}\) resulting each time in different monomials.

However, on the RHS of (3.2) there are two distinct monomiais given by \(Y_{k}^{\left({ }^{(*)}\right) \text { and }}\) \(Y_{2}^{\left(j^{2}\right)} Y_{2}^{\left(d^{2}\right)} \ldots Y_{k}^{\left(j^{2-1}\right)}\).
We show now Equation (3.2) as follows:
(1) under conditioning on \(t_{1}, \ldots, t_{k-1}\) we have
\(E\left[\left(\sum_{i=1}^{N(t)+1}(i-1)(i-2) \cdots(i-k+1) Y_{2}^{\left(j^{2}\right)} Y_{2}^{\left(j^{3}\right)} \cdots Y_{k-1}^{\left(j^{(k-1}\right)} Y_{i}^{\left(d^{( }\right)}\right)\right.\)
\(\left.I\left(\sum_{i=1}^{k-1} t_{i} \leq t\right)\right]\)
\(=E\left[E\left[\left(\sum_{i=1}^{N(i)+1}(i-1)(i-2) \cdots(i-k+1) Y_{1}^{\left(i^{1}\right)} Y_{2}^{\left(j^{2}\right)} \ldots Y_{k-1}^{\left(i^{(+1}\right)} Y_{i}^{\left(i^{+}\right)}\right)\right.\right.\)
\(\left.\left.I\left(\sum_{i=1}^{k-1} t_{i} \leq t\right) \mid t_{1}, t_{2}, \ldots, t_{k-1}\right]\right]\)
\(=E\left[E\left[Y_{2}^{\left(\dot{d}^{2}\right)} Y_{2}^{\left(j^{2}\right)} \ldots Y_{k-1}^{\left(j^{(k-1}\right)}\left[t_{2}, \ldots, t_{k-1}\right]\right.\right.\)
\(\left.E\left[\left(\sum_{i=1}^{N}(i-1)(i-2) \cdots(i-k+1) Y_{i}^{\left(j^{*}\right)} \mid t_{1}, \ldots, t_{k-1}\right) I\left(\sum_{i=1}^{k=1} t_{i} \leq t\right)\right]\right]\)
where \(N=N\left(t_{k-1}^{*}\right)+k\) and \(N\left(t_{k-2}^{*}\right)\) is defined only for \(t \geq \sum_{i=1}^{k-1} t_{i}\).
(2) Consider the following sequence
\[
S_{n}=\sum_{i=1}^{n}(i-1) \cdots(i-k+1)\left(Y_{i}^{\left(i^{*}\right)}-\mu\right)
\]
for all finite \(n \geq k\) and \(\mu=E\left[Y_{k}^{\left(G^{*}\right)}\right]\).
Note that \(S_{n}\) is a martingale since \(E\left[\left|S_{n}\right|\right]<\infty\) for all finite \(n \geq k\) and \(E\left[S_{n+1} \mid S_{k}, S_{k+1}, \ldots, S_{n}\right]=S_{n}\)
(3) Consider the random variable \(N=N\left(t_{k-1}\right)+k\) for \(\sum_{i=1}^{k-1} t_{i} \leq t\), and assuming that \(Y_{i}^{\left({ }^{( }\right)}\)are measurable functions of \(t_{i}, N\) will be a stopping time with respect to the \(\sigma\) field \(\mathcal{F}_{n}^{S}=\sigma\left(\omega, S_{k}, S_{k+2}, \ldots, S_{n}\right)\). If we assume that the fundamental renewal cycles are such that \(E[N(t)]^{\ell}<\infty\) for all finite \(\ell \geq 0\) and for all finite \(t\), then \(E[N]<\infty\). Now define \(\xi_{i}=(i-1) \ldots(i-k+1)\left(y_{i}^{\left(i^{\star}\right)}-\mu\right), i=k, \ldots, n\). Note that \(E\left[\sum_{i=k}^{N} E\left|\xi_{i}\right|\right.\) \(\left.\mid t_{1}, \ldots, t_{k-1}\right] \leq \bar{\mu} E\left[\left.\frac{N(N-1) \ldots(N-k+1)}{k} \right\rvert\, t_{1}, \ldots, t_{k-1}\right]<\infty\), where \(\bar{\mu}\) is the upper bound on the expectation of the absolute value of individual rewards.
(4) It follows from Shiryayev's [7] problem 6 on page 464 that \(E\left[S_{N} \mid t_{2}, \ldots, t_{k-1}\right]=\) \(E\left[S_{k} \mid t_{1}, \ldots, t_{k-1}\right]=0\),

\section*{and after some algebra, we find}
\[
E\left[\left(\sum_{i=1}^{N}(i-1) \cdots(i-k+1) Y_{i}^{\left.()^{W}\right)}\right) I\left(\sum_{i=1}^{k-1} t_{i} \leq t\right) \mid t_{1}, \ldots, t_{k-1}\right]
\]
\[
\begin{equation*}
=(1 / k) E\left[Y_{k}^{\left(j^{\star}\right)}\right] E\left[( N ( t _ { k - 1 } ^ { * } ) + 1 ) \cdots \left(N\left(t_{k-1}^{*}+k\right)\right.\right. \tag{3.4}
\end{equation*}
\]
\[
I\left(\sum_{i=1}^{k-1} t_{i} \leq t\right)\left[t_{1}, \ldots, t_{k-1}\right]
\]

Using (3.4) in (3.3) yields:
\(E\left[E\left[\left(_{\sum_{i=1}^{N(s)+1}}(i-1)(i-2) \cdots(i-k+1) Y_{1}^{\left(i^{2}\right)} Y_{2}^{\left(d^{2}\right)} \cdots Y_{k-1}^{\left(j^{(t-1}\right)} Y_{i}^{\left(i^{b}\right)}\right)\right.\right.\)
\(\left.\left.I\left(\sum_{i=1}^{k=1} t_{i} \leq t\right) \mid t_{1}, t_{2}, \ldots, t_{k-1}\right]\right]\)
\(=(1 / k) E\left[E\left[Y_{1}^{\left(j^{2}\right)} Y_{2}^{\left(j^{2}\right)} \ldots Y_{k-1}^{\left(j^{(-1}\right)}\left[t_{1}, \ldots, t_{k-1}\right] E\left[Y_{k}^{\left(j^{*}\right)}\right] E\left[\left(N\left(t_{k-1}^{*}\right)+1\right)\right.\right.\right.\)
\(\left.\left.\cdots\left(N\left(t_{k-1}^{*}\right)+k\right) I\left(\sum_{i=1}^{k-1} t_{i} \leq t\right) \mid t_{1}, \ldots, t_{k-1}\right]\right]\)
Adapting again Lemmas 5 and 6 in Ades and Malhamé [1], we have asymptotically: \(E\left[E\left[Y_{1}^{\left(j^{1}\right)} Y_{2}^{\left(j^{2}\right)} \ldots Y_{k-1}^{\left(j^{*-1}\right)} \mid t_{1}, \ldots, t_{k-1}\right]\left[\phi_{k}\left(t_{k-1}^{*}\right) I\left(\sum_{i=1}^{k-1} t_{i}>t\right) \mid t_{1}, \ldots, t_{k-1}\right]\right]=o(1)\) and \(E\left[E\left[Y_{1}^{\left(j^{2}\right)} Y_{2}^{\left(j^{2}\right)} \ldots Y_{k-1}^{\left(j^{k-1}\right)} \mid t_{2}, \ldots, t_{k-1}\right] E\left[\omega\left(t_{k-1}^{*}\right) \mid t_{1}, \ldots, t_{k-1}\right]\right]=o(1)\), where \(\omega\left(t_{k-1}^{*}\right)\) is the remainder in the asymptotic expansion of \(\phi_{k}\left(t_{k-1}^{*}\right)\) given \(\sum_{i=1}^{k-1} t_{i}\); thus, Equation (3.2) follows.
(b) Using similar steps as in (3.1) (a), we can easily generalize Equation (3.2):
\[
\begin{align*}
& E\left[\left(\sum_{i=1}^{N(t)+1}\left(\prod_{r=1}^{k-1}(i-s)\right)\left(\prod_{r e I_{2}} Y_{i}^{(r)}\right)\left(\prod_{r e I_{2}} Y_{2}^{(r)}\right) \cdots\left(\prod_{r e I_{k-1}} Y_{k-1}^{(r)}\right)\left(\prod_{r e I_{k}} Y_{i}^{(r)}\right)\right) I\left(\sum_{i=1}^{k-1} t_{i} \leq t\right)\right] \\
& =(1 / k) E\left[E\left[\left(\prod_{r e I_{1}} Y_{i}^{(r)}\right)\left(\prod_{r e I_{2}} Y_{2}^{(r)}\right) \cdots\left(\prod_{r e I_{k-2}} Y_{k-1}^{(r)}\right) \mid t_{1}, \ldots, t_{k-1}\right]\right. \\
& \left.E\left[\prod_{r e I_{k}} Y_{k}^{(r)}\right] E\left[\prod_{t=1}^{k}\left(N\left(t_{k-1}^{*}\right)+\ell\right) I\left(\sum_{i=1}^{k-1} t_{i} \leq t\right) \mid t_{1}, \ldots, t_{k-1}\right]\right]  \tag{3.5}\\
& =(1 / k) E\left[\prod_{r \in I_{k}} Y_{k}^{(r)}\right] E\left[\left(\prod_{r e I_{1}} Y_{1}^{(r)}\right)\left(\prod_{r e I_{2}} Y_{2}^{(r)}\right) \cdots\left(\prod_{r e J_{k-1}} Y_{k-1}^{(r)}\right)\right. \\
& \left.\phi_{k}\left(t_{k-1}^{*}\right) I\left(\sum_{i=1}^{k-1} t_{i} \leq t\right)\right]+o(1) \tag{3.6}
\end{align*}
\]

\section*{33 EXPRESSION FOR \(E\left[\prod_{l=1}^{3} \sum_{i=1}^{N(1)+1} Y_{i}^{(n)}\right]\)}
where
\[
\left\{\begin{array}{l}
\text { - } I_{1}, \ldots, I_{k} \text { are } k \text { distinct and non-overhap blocks, and the randomen } \\
\text { rariables in each block are quite different from one another. } \\
\text { - } E\left[\prod_{r l_{*}} Y_{z}^{(r)}\right]=E\left[\prod_{i_{1}} Y_{2}^{(r)}\right]
\end{array}\right.
\]

More specifically, Equation (3.6) should be written as:
\[
\begin{aligned}
& \left.\left.\left(\prod_{k_{k} t_{t-1}} Y_{k-1}^{\left(t_{1}^{2}-1\right.}\right)\right) \phi_{k}\left(r_{k-1}^{-1}\right) I\left(\sum_{i=1}^{k-1} t_{i} \leq t\right)\right]+\alpha(1)
\end{aligned}
\]

The upper and lower indices in ( \(j_{2}^{1}\) ) represent respectively the belonging
of \(Y\left({ }_{( }^{2}\right)\) to the first block and its position inside this block which has \(r_{1}\)
different random variables.
- \(E\left[\prod_{r, L_{t}} Y_{k}^{\left(\psi_{t}^{\prime}\right)}\right]=E\left[\prod_{r, L_{t}} Y_{1}^{\left(v_{2}^{*}\right)}\right]\)

Obviously, on the LHS of (3.6) or (3.7) there is only one monomial which is made-up of \(k\) distinct blocks, within each there are \(r_{\ell}\) random variables having the same lower index; for those \(k\) blocks there are \(n\) different random variables.
But for the general costert, we have several distinct monomials, thus, for generating such monomials \(\left\{\left(j_{1}^{1}, \ldots, j_{r_{1}}^{1}\right), \ldots,\left(j_{1}^{k}, \ldots, j_{r_{4}}^{k}\right)\right\}\) could be any permutation of the set \(\{1,2, \ldots, n\}\) such that \(\sum_{\ell=1}^{\ell} r_{\ell}=n\).
However, on the RHS of (3.6) or (3.7) there are two distinct monomials given by \(\prod_{\text {rel }} Y_{k}^{\left(j_{k}^{*}\right)}\)
and \(\prod_{t=1}^{k-1}\left(\prod_{r, t} Y_{t}^{\left(t_{t}^{\prime}\right)}\right)\).

\section*{4. Partitioning the Product of Random Variables in \(P_{n}^{( }(t)\)}

As usual we refer to \(n\) in \(P_{n}^{0}(t)\) as the index in the product \(E\left[\prod_{f=1}^{n} \sum_{i=1}^{N(t)+1} Y_{i}^{(\theta)}\right]\) for \(n \geq 2\), where for \(n=1\), we have \(E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(1)}\right]=E\left[Y_{2}^{(1)}\right] E[N(t)+1]\) which is the well-known Wald fundamental equation in sequential analysis.

Using the definition of mon \(I_{2}^{(m, n)}\) introduced in the previous section, we can write Equations (2.4) and (3.1) respectively as follows:
(1) \(E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(2)} \sum_{i=1}^{N(t)+1} Y_{i}^{(2)}\right]=E\left[\sum_{i=1}^{N(t)+1} \operatorname{mon}_{i} I_{2}^{(1,2)}\right]\)
\(E\left[\sum_{i=1}^{N(\ell)+1}(i-1)\left(\sum_{i=1}^{2} \mathrm{mon}_{i} \Pi_{2}^{(2,2)}\right) I\left(t_{1} \leq t\right)\right]\)
where moni \(\Pi_{i}^{(1,2)}=Y_{i}^{(1)} Y_{i}^{(2)}\), mon \(_{i} \Pi_{i}^{(2,2)}=Y_{i}^{(1)} Y_{i}^{(2)}\) and mon \(\Pi_{2}^{(2,2)}=Y_{i}^{(2)} Y_{i}^{(1)}\).
(2) \(E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(1)} \sum_{i=1}^{N(t)+1} Y_{i}^{(2)} \sum_{i=1}^{N(t)+1} Y_{i}^{(3)}\right]=E\left[\sum_{i=1}^{N(t)+1} m 0 n_{i} \Pi_{i}^{(1,3)}\right]\)
\(+E\left[\sum_{i=1}^{N(t)+1}(i-1)\left(\sum_{\ell=1}^{\delta} m o n_{i} \Pi_{\ell}^{(2,3)}\right) I\left(t_{1} \leq t\right)\right]+E\left[\sum_{i=1}^{N(t)+1}(i-1)(i-2)\left(\sum_{\ell=1}^{3} \operatorname{mon}_{i} \Pi_{l}^{(3,-))}\right) I\left(t_{1}+t_{2} \leq t\right)\right]\)
where mon, \(\Pi_{l}^{(m, 3)}\) are given in (3.1).
It is well known, see e.g., Ades and Malhame [1] that the total number of distinct partitions of the set \(\{1,2, \ldots, n\}\) is given by
\[
B_{n}=\sum_{m=1}^{n} S(n, m)
\]
where \(S(n, m)\) are Stirling's numbers of the second kind and \(B_{n}\) are Bell's numbers. Following the combinatorial and probabilistic analysis for the cases \(n=2\) and 3 , the total number of ordered partitions of the set \(\{1,2, \ldots, n\}\) for the case \(N(t)+1\) is given by:
\[
B_{n,}=\sum_{m=1}^{n} m S(n, m) ; \quad \text { ( } p \text { for probabilistic) }
\]

Note that in general, the total number of ordered partitions of the set \(\{1,2, \ldots, n\}\) is given by:
\[
B_{n_{0}}=\sum_{m=1}^{n} m!S(n, m)=\frac{1}{2} \sum_{k=0}^{\infty}\left(\frac{1}{2}\right)^{k} k^{n}
\]

For the case \(n=4\), we have \(B_{n_{4}}=37\) and \(B_{n_{0}}=75\).
We interpret 37 as the number of expectation summable classes and 75 as the total number of ordered partitions of the set \(\{1,2,3,4\}\) into \(m=1,2,3,4\) blocks; clearly \(B_{n_{p}} \subset B_{n_{0}}\). However, for probabilistic arguments similar to the case \(n=3\), we considered only 37 from these 75 partitions.

To find a general expression for \(E\left[P_{n}^{-( }(t) \mid N(t)\right]\), we need the following two equations:
- \(E\left[\left(\prod_{i k I_{1}} Y_{j_{2}}^{(i)}\right)\left(\prod_{i l_{2}} Y_{j 2}^{(i)}\right) \cdots\left(\prod_{i k I_{m}} Y_{j m}^{(i)}\right) \mid N(t)\right]\)
\[
\begin{equation*}
=E\left[\left(\prod_{k J_{1}} Y_{2}^{(i)}\right)\left(\prod_{k l_{2}} Y_{2}^{(i)}\right) \cdots\left(\prod_{i k I_{2}} Y_{m}^{(i)}\right) \mid N(t)\right] \tag{4.1}
\end{equation*}
\]
for \(j_{1}, j_{2}, \ldots, j_{m}\) pairwise distinct and indices from 1 to \(n\) partitioned into non-intersecting blocks \(I_{1}, I_{2}, \ldots, I_{m}\). (This is Corollary 1 in [1].)
- \(E\left[\left(\prod_{i I_{2}} Y_{j_{2}}^{(i)}\right)\left(\prod_{i J_{2}} Y_{j_{2}}^{(i)}\right) \cdots\left(\prod_{i=1} Y_{i-2}^{(i)}\right) Y_{N(t)+1} \mid N(t)\right]\)
\[
\begin{equation*}
=E\left[\left(\prod_{i l_{1}} Y_{1}^{(i)}\right)\left(\prod_{k l_{2}} Y_{2}^{(i)}\right) \cdots\left(\prod_{i k I_{-2}} Y_{m-2}^{(i)}\right) Y_{N(t)+1} \mid N(t)\right] \tag{4.2}
\end{equation*}
\]
which is a consequeace of Corollary 1 in [1].
We note again that the merge of product of random variables in (4.1) and (4.2) is an expectation summable class given by:
\[
\begin{align*}
E[ & \left.\sum_{i=1}^{N(t)+1}\left(\prod_{i=1}^{m-1}(i-s)\right)\left(\prod_{r=I_{1}} Y_{i}^{(r)}\right)\left(\prod_{r=I_{2}} Y_{2}^{(r)}\right) \cdots\left(\prod_{r e l} Y_{m-1}^{(r)}\right)\left(\prod_{r=1} Y_{i}^{(r)}\right) \mid N(t)\right]  \tag{4.3}\\
& \left.=E\left[\sum_{i=1}^{N(t)+1}\left(\prod_{i=1}^{m-1}(i-s)\right) \operatorname{mon}_{i} \Pi_{2}^{(m, n)}\right] N(t)\right] \tag{4.4}
\end{align*}
\]

Obviously, there is only one monomial in (4.3) or (4.4), which is representative of \(\frac{(N(t)+1)^{(m)}}{m}\) random variables falling in this category. More specifically, the total number of product of random variables in (4.1) and (4.2) is respectively \(\frac{N(t)^{(m)}}{m}\) and \(\frac{N(t)^{(m)}}{(N(t)-m+1)}\).
If we add expectation of all variables in these two categories we obtain one enpectation summable class given in (4.3) or (4.4). We state now the following lemma which is the generalization of Equation (2.3).

Lemma 1.
\[
E\left[P_{n}^{( }(t)[N(t)]=\sum_{m=1}^{n} E\left[\sum_{i=1}^{N(t)+1}\left(\prod_{\theta=1}^{m-2}(i-s)\right) \sum_{l=1}^{m S(n, m)} m_{0} n_{i} \Pi_{l}^{(m, n)} I(N(t) \geq m) \mid N(t)\right]\right.
\]

Proof This lemma follows from Equation (4.1) and (4.2) and the discussion in the beginning of Section 3. Indeed, in \(E\left[P_{n}^{-}(t) \mid N(t)\right]\), one can subdivide monomials into expectation summable classes corresponding to \(m\) blocks, \(m=1,2, \ldots, n\). Within the \(m\) blocks, there are \(m S(n, m)\) distinct ways of partitioning the \(n\) components of the vector \(Y_{n}^{\prime}=\left(Y^{(1)} Y^{(2)} \ldots Y^{(n)}\right)\) into \(m S(n, m)\) ordered partitions, each of them is represented by virtue of Equations (4.2) and (4.3) by a single
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monomial which is inside this erpectation swmmable class. The monomial moni \(\Pi_{l}^{(m, n)}\) is, for fixed \(\ell\), representative of \(\frac{(N(t)+1)^{(m)}}{m}\) of product of random variables occurring in this category (this is equivalent to state that there are, for fixed \(4, \frac{(N(t)+1)^{(m)}}{m}\) monomials having the structure mon \(\Pi_{l}^{(m, n)}\) which is made-up of product of random variables). Thus, Lemma \(I\) is a mathematical expression of these facts.

As a consequence of Lemma 1 and the law of total probability we state the following theorem which generalizes Equation (3.1).

Theorem 1.
\[
E\left[P_{n}^{p}(t)\right]=\sum_{m=1}^{n} E\left[\sum_{i=1}^{N(t)+1}\left(\prod_{i=1}^{m-1}(i-s)\right) \sum_{i=1}^{m S(n, m)} \operatorname{mon}_{i} \Pi_{l}^{(m, n)} I\left(\sum_{i=1}^{m-1} t_{i} \leq t\right)\right]
\]

For computational facilities only, we agree that for \(m=1, \prod_{s=1}^{m-1}(i-s)=1\) and \(I\left(\sum_{i=1}^{m-2} t_{i} \leq t\right)=1\).

We can now state the following theorem.

Theorem 2.
\[
\begin{aligned}
& E\left[P_{n}^{e}(t)\right]=\sum_{m=1}^{n} E\left[( 1 / m ) \sum _ { t = 1 } ^ { m S ( n , m ) } \left\{E \left[\left(\prod_{r=I_{1}} Y_{2}^{(r)}\right) \cdots\left(\prod_{r=1} Y_{m-1}^{(r)}\right) \mid\right.\right.\right. \\
& \left.\left.\left.t_{1}, \ldots, t_{m-1}\right] E\left[\prod_{r i 1_{m}} Y_{m}^{(r)}\right]\right\}_{C} E\left[\prod_{g=2}^{m}\left(N\left(t_{m-1}^{e}\right)+s\right) I\left(\sum_{i=1}^{m-1} t_{i} \leq t\right) \mid t_{1}, \ldots, t_{m-1}\right]\right]
\end{aligned}
\]

\section*{Proof This theorem follows from Theorem 1, Equation (3.5) and noting that}
\[
\text { mon }_{i} \Pi_{l}^{(m, n)}=\left\{\left(\prod_{r e I_{1}} Y_{i}^{(r)}\right)\left(\prod_{r e J_{2}} Y_{2}^{(r)}\right) \cdots\left(\prod_{r e I_{m-1}} Y_{m-1}^{(r)}\right)\left(\prod_{r \in I_{m}} Y_{i}^{(r)}\right)\right\}_{l}
\]
where \(\sum_{j=1}^{m}\left(r_{j} \in I_{j}\right)=n\) (see the beginning of this section for some examples).
Note that Theorem 2 gives the exact expression for \(E\left[P_{n}^{-\prime}(t)\right]\). However, we are interested in finding an asymptotic expression for that expectation; this will be performed in the next section.
5. Asymptotic Behaviour of \(E\left[P_{n}^{\prime}(t)\right]\)

To characterize the asymptotic behaviour of \(E\left[P_{n}(t)\right]\), we have to study the asymptotics of terms of the form:
\[
\begin{gather*}
E\left[E\left[\left(\prod_{r \in I_{1}} Y_{1}^{(r)}\right) \cdots\left(\prod_{r i} I_{m-2}^{(r)}\right) \mid t_{1}, \ldots, t_{m-1}\right] E\left[\prod_{r=1} Y_{m}^{(r)}\right]\right. \\
\left.E\left[\prod_{e=1}^{m}\left(N\left(t_{m-1}^{*}\right)+s\right) I\left(\sum_{i=1}^{m-1} t_{i} \leq t\right) \mid t_{1}, \ldots, t_{m-1}\right]\right] \tag{5.1}
\end{gather*}
\]

Now, as \(E\left[\prod_{r=1}^{m}\left(N\left(t_{m}^{*}\right)+r\right)\right]\) is \(\phi_{m}\left(t_{m}^{*}\right)\) with \(t_{1}, t_{2}, \ldots, t_{m}\) treated as parameters, and where \(\phi_{m}(t)\) is the factorial moment of \(N(t)\) (as defined by Smith [9]). We can use the asymptotic theory of \(\phi_{m}(t)\) (Smith [9]). We gather the following facts useful for our analysis.
"Definition 1 The function \(\lambda(t)\) belongs to the class \(B\) if and only if it is bounded variation, tends to zero as \(t\) approaches \(+\infty\) and satisfies the condition \(\lambda(t)-\lambda(t-\alpha)=\alpha\left(t^{-1}\right)\) as \(t \rightarrow+\infty\), for evers \(\alpha>0\).
Theorem 1 If \(\mu_{n+1}<\infty\) then \(\phi_{n}(t)=\gamma_{1} t^{n}+\gamma_{2} t^{n-2}+\cdots+\gamma_{n} t+\gamma_{n+1}+\omega(t)\) where \(\omega(t)<S^{n}\).
Therefore it follows from Smith's [9] Theorem 1, that \(\omega(t)=o(1)\) as \(t \rightarrow \infty\). Note that \(\gamma_{2}\) 's \(i=1,2, \ldots, \pi\) represent finite rational functions of \(\mu_{2}, \mu_{2}, \ldots, \mu_{i}\).

Using essentially the same approach as in Section 6 of Ades and Malhame [1], we write:
\(E\left[E\left[\left(\prod_{r=I_{1}} Y_{1}^{(r)}\right) \cdots\left(\prod_{r e S_{m-2}} Y_{m-1}^{(r)}\right) \mid t_{1}, \ldots, t_{m-2}\right]\left[\left(r_{1}\left(t_{m-1}^{*}\right)^{m}\right.\right.\right.\)
\[
\left.\left.\left.+\gamma_{2}\left(t_{m-1}^{-}\right)^{m-1}+\cdots+\gamma_{m+1}+\omega\left(t_{m-1}^{-}\right)\right) I\left(\sum_{i=1}^{m-1} t_{i} \leq t\right) \mid t_{1}, \ldots, t_{m-1}\right] E\left[\prod_{r e I_{m}} Y_{m}^{(t)}\right]\right]
\]
\[
=E\left[( \prod _ { r = 1 } Y _ { 2 } ^ { ( r ) } ) \cdots ( \prod _ { r = 1 } Y _ { m - 1 } ^ { ( r ) } ) \left(\gamma_{2}\left(t_{m-1}^{m}\right)^{m}+\gamma_{2}\left(t_{m-1}^{*}\right)^{m-1}+\cdots\right.\right.
\]
\[
\left.\left.+\gamma_{m+1}+\omega\left(t_{m-1}^{*}\right)\right) I\left(\sum_{i=1}^{m-1} t_{i} \leq t\right) E\left[\prod_{r i m} Y_{m}^{(r)}\right]\right]
\]

Using Lemmas 5 and 6 in [1], we can show that:
- \(E\left[\left(\prod_{r e I_{1}} Y_{2}^{(r)}\right) \cdots\left(\prod_{r e l_{m-1}} Y_{m-1}^{(r)}\right) \gamma\left(t_{m-1}^{*}\right)^{m} I\left(\sum_{i=1}^{m-1} t_{i}>t\right)\right]=o(1)\)
- \(E\left[\left(\prod_{r e I_{1}} Y_{2}^{(r)}\right) \cdots\left(\prod_{r e I_{m-1}} Y_{m-1}^{(r)}\right) \omega\left(t_{m-1}^{*}\right)\right]=o(1)\)

Therefore we state without proof the following theorem for an asymptotic expression of \(E\left[P_{n}^{*}(t)\right]\).

\section*{THEOREM 3.}
\[
\begin{gathered}
E\left[P_{n}^{( }(t)\right]=\sum_{m=1}^{n}(1 / m) \sum_{k=1}^{m S\left(n_{n} m\right)}\left\{E \left[\left(\prod_{r=I_{1}} Y_{1}^{(r)}\right) \cdots\left(\prod_{r=I_{m-1}} Y_{m-2}^{(r)}\right)\right.\right. \\
\left.\left.\phi_{m}\left(t_{m-2}^{*}\right) I\left(\sum_{i=1}^{m-1} t_{i} \leq t\right)\right] E\left[\prod_{r=I_{m}} Y_{m}^{(r)}\right]\right\}_{l}+o(1)
\end{gathered}
\]

Note that the sum of random variables in \(I_{1}, \ldots, I_{m-1}\) and \(I_{m}\) is \(n\). We can also write Theorem 3 in a compact form as follows:
\[
\begin{equation*}
E\left[P_{n}^{e}(t)\right]=\sum_{m=1}^{n}(1 / m) \sum_{\ell=1}^{m S\left(n_{1}, m\right)} E\left[m o n \Pi_{\ell}^{\left(m-2, m_{1}\right)} \phi_{m}\left(t_{m-1}^{*}\right) I\left(\sum_{i=1}^{m-2} t_{i} \leq t\right)\right] \tag{5.3}
\end{equation*}
\] \(E\left[\operatorname{mon} \Pi_{\ell}^{\left(1, n_{2}\right)}\right]+o(1)\)
such that \(n_{1}+n_{2}=n\) and \(n_{2}=1, \ldots, n\); finaily note that for computation facilities, \(t_{0}^{*}=t\) and \(\Pi_{l}^{(0.0)}=1\).

\section*{6. Applications}

In this section, we evaluate explicitly and asymptotically \(E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(1)} \sum_{i=1}^{N(t)+1} Y_{i}^{(2)} \sum_{i=1}^{N(t)+1} Y_{i}^{(3)}\right]\).
From Smith's [9] Lemma 6, we have
\[
\begin{equation*}
\phi_{m}^{-}(s)=m!\left\{1-F^{-}(s)\right\}^{-m} \tag{6.1}
\end{equation*}
\]
where \(\phi_{m}^{*}(s)\) and \(F^{*}(s)\) are Laplace-Stieltjes transform of \(\phi_{m}(t)\) and \(F(t)\) respectively, and \(F^{*}(s)\) is given by Lemma 3 in Smith [9] as
\[
F^{*}(s)=1-\mu_{1} s+\frac{\mu_{2} s^{2}}{2!}-\cdots+\frac{(-s)^{n} \mu_{n}}{n!}+o\left(s^{n}\right)
\]

\section*{It follows from our Theorem 3 that:}
\[
\begin{aligned}
& E\left[\sum_{i=1}^{N(0)+2} Y_{i}^{(2)} \sum_{i=1}^{N(2)+1} Y_{i}^{(2)} \sum_{i=1}^{N(2)+1} Y_{i}^{(3)}\right]=E\left[Y_{1}^{(2)} Y_{1}^{(2)} Y_{i}^{(3)}\right]_{\phi_{1}\left(t_{0}\right)} \\
& +(1 / 2) E\left[Y_{2}^{(1)} Y_{2}^{(2)} \phi_{2}\left(t_{1}\right) I\left(t_{1} \leq t\right)\right] E\left[Y_{2}^{(3)}\right] \\
& +(1 / 2) E\left[Y_{2}^{(1)} Y_{2}^{(3)} \phi_{2}\left(t_{1}\right) I\left(t_{1} \leq t\right)\right] E\left[Y_{2}^{(2)}\right] \\
& +(1 / 2) E\left[Y_{1}^{(2)} Y_{2}^{(3)} \phi_{2}\left(t_{j}\right) I I\left(t_{1} \leq t\right)\right] E\left[Y_{2}^{(1)}\right] \\
& +(1 / 2) E\left[Y_{2}^{(1)} \phi_{2}\left(t_{1}^{2}\right) I\left(t_{1} \leq t\right)\right] E\left[Y_{2}^{(2)} Y_{2}^{(3)}\right] \\
& +(1 / 2) E\left[Y_{2}^{(2)} \phi_{2}\left(t_{1}\right) I\left(t_{1} \leq t\right)\right] E\left[Y_{2}^{(1)} Y_{2}^{(3)}\right] \\
& +(1 / 2) E\left[Y_{2}^{(3)} \phi_{2}\left(t_{1}\right) I\left(t_{1} \leq t\right)\right] E\left[Y_{2}^{(1)} Y_{2}^{(2)}\right] \\
& +(1 / 3) E\left[Y_{2}^{(1)} Y_{2}^{(2)} \phi_{3}\left(t_{2}\right) I\left(t_{1}+t_{2}\right) \leq t\right] E\left[Y_{3}^{(3)}\right] \\
& +(1 / 3) E\left[Y_{3}^{(2)} Y_{2}^{(3)} \phi_{3}\left(t_{2}\right) I\left(t_{1}+t_{2}\right) \leq t\right] E\left[Y_{3}^{(1)}\right] \\
& +(1 / 3) E\left[Y_{3}^{(3)} Y_{2}^{(1)} \phi_{3}\left(t_{2}\right) I\left(t_{1}+t_{2}\right) \leq t\right] E\left[Y_{3}^{(2)}\right]+o(1)
\end{aligned}
\]

Recall that \(t_{m-1}^{-}=t-\sum_{i=1}^{m-1} t_{i}, t_{0}=1\) and \(\phi_{m}(t)=E[(N(t)+1) \cdots(N(t)+m)]\).
On the RHS of (6.3) we bave:
(1) One single partition of the vector \(Z_{i}^{\prime}=\left(Y^{(2)} Y^{(2)} Y^{(3)}\right)\) in one block which is \(\left(\left\{Y_{1}^{(1)} Y_{1}^{(2)} Y_{1}^{(3)}\right\}\right)\).
(2) Six ordered partitions of the vector \(Z_{3}^{\prime}=\left(Y^{(1)} Y^{(2)} Y^{(3)}\right)\) in two blocks given by \(\left(\left\{Y_{1}^{(1)} Y_{2}^{(2)}\right\},\left\{Y_{2}^{(3)}\right\}\right),\left(\left\{Y_{1}^{(1)} Y_{1}^{(3)}\right\},\left\{Y_{2}^{(2)}\right\}\right),\left(\left\{Y_{1}^{(2)} Y_{1}^{(3)}\right\},\left\{Y_{2}^{(1)}\right\}\right),\left(\left\{Y_{1}^{(2)}\right\},\left\{Y_{2}^{(2)} Y_{2}^{(3)}\right\}\right)\), \(\left(\left\{Y_{1}^{(2)}\right\},\left\{Y_{2}^{(1)} Y_{2}^{(3)}\right\}\right)\) and \(\left(\left\{Y_{1}^{(3)}\right\},\left\{Y_{2}^{(1)} Y_{2}^{(2)}\right\}\right)\).
(3) Three ordered partitions of the vector \(Y_{3}^{\prime}=\left(Y^{(1)} Y^{(2)} Y^{(3)}\right)\) in three blocks which are \(\left(\left\{Y_{1}^{(2)}\right\},\left\{\left\{_{2}^{(2)}\right\},\left\{Y_{3}^{(3)}\right\}\right),\left(\left\{Y_{1}^{(2)}\right\},\left\{Y_{2}^{(3)}\right\},\left\{Y_{3}^{(1)}\right\}\right)\right.\) and \(\left(\left\{Y_{2}^{(3)}\right\},\left\{Y_{2}^{(1)}\right\},\left\{Y_{3}^{(2)}\right\}\right)\).

\footnotetext{
We assume that \(Y_{1}^{(1)}, Y_{2}^{(2)}\) and \(Y_{3}^{(3)}\) are correlated with \(t_{1}, t_{2}\) and \(t_{3}\) respectively. Uising (6.1) and (6.2) we obtain after a very tedious algebra the following:
\[
E\left[\sum_{i=1}^{N(())+1} Y_{i}^{(1)} \sum_{i=1}^{N(\ell)+1} Y_{i}^{(2)} \sum_{i=1}^{N(\ell)+1} Y_{i}^{(3)}\right]=\frac{E\left\lceil Y_{1}^{(1)}\right] E\left[Y_{2}^{(2)}\right] E\left[Y_{1}^{(3)}\right]^{3}}{\mu_{2}^{2}}
\]
\[
+\frac{1}{\mu_{1}^{2}}\left\{E\left[Y_{2}^{(2)}\right] E\left[Y_{2}^{(2)} Y_{1}^{(3)}\right]+E\left[Y_{2}^{(2)}\right] E\left[Y_{2}^{(2)} Y_{1}^{(3)}\right]+E\left[Y_{2}^{(3)}\right] E\left[Y_{2}^{(1)} Y_{2}^{(2)}\right]\right.
\]
\[
-\frac{2}{\mu_{2}^{3}}\left(E\left[Y_{2}^{(2)}\right] E\left[Y_{2}^{(2)}\right] E\left[Y_{2}^{(3)} t_{2}\right]+E\left[Y_{2}^{(1)}\right] E\left[Y_{2}^{(3)}\right] E\left\lceil Y_{1}^{(2)} t_{1}\right]\right.
\]
\[
\left.\left.\left.+E\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(3)}\right] E\left[Y_{1}^{(1)} t_{1}\right]\right)+\frac{9}{2} \frac{\mu_{2}}{j_{1}^{4}} E\left[Y_{1}^{(2)}\right] E Y_{1}^{(2)}\right] E\left[Y_{1}^{(3)}\right]\right\} t^{2}
\]
\[
+\left\{\frac{E\left\lceil Y_{1}^{(1)} Y_{1}^{(2)} Y_{2}^{(3)}\right]}{\mu_{1}}+\frac{2 E\left[Y_{1}^{(1)}\right] E\left[Y_{1}^{(2)} Y_{2}^{(3)}\right] \mu_{2}}{\mu_{1}^{3}}\right.
\]
\[
+\frac{2 E\left[Y_{2}^{(2)}\right] E\left[Y_{2}^{(1)} Y_{2}^{(3)}\right] \mu_{2}}{\mu_{1}^{3}}+\frac{2 E\left[Y_{2}^{(3)}\right] E\left[Y_{2}^{(2)} Y_{2}^{(2)}\right] \mu_{2}}{\mu_{2}^{3}}
\]
\[
-\frac{E\left[Y_{1}^{(1)}\right] E\left[Y_{2}^{(2)} Y_{1}^{(3)}\right] t_{1}}{\mu_{2}^{2}}-\frac{E\left[Y_{2}^{(2)}\right] E\left[Y_{1}^{(1)} Y_{2}^{(3)} \mathfrak{t}_{1}\right]}{\mu_{1}^{2}}
\]
\[
-\frac{E\left[Y_{2}^{(3)}\right] E\left[Y_{2}^{(1)} Y_{1}^{(2)} t_{1}\right]}{\mu_{2}^{2}}-\frac{E\left[Y_{2}^{(2)} Y_{2}^{(2)}\right] E\left[Y_{1}^{(3)} t_{1}\right]}{\mu_{1}^{2}}
\]
\[
-\frac{E\left[Y_{1}^{(1)} Y_{1}^{(3)}\right] E\left[Y_{1}^{(2)} t_{1}\right]}{\mu_{1}^{2}}-\frac{E\left[Y_{1}^{(2)} Y_{2}^{(3)} \mid E\left[Y_{1}^{(1)} t_{1}\right]\right.}{\mu_{1}^{2}}
\]
\[
+\frac{2 E\left[Y_{1}^{(1)}\right] E\left[Y_{1}^{(3)}\right] E\left[Y_{2}^{(2)} t_{2}^{2}\right]}{\mu_{1}^{3}}+\frac{2 E\left[Y_{2}^{(2)}\right] E\left[Y_{2}^{(3)}\right] E\left[Y_{2}^{(1)} t_{2}^{t_{2}^{2}}\right]}{\mu_{2}^{3}}
\]
\[
+\frac{2 E\left[Y_{1}^{(1)}\right] E\left[Y_{1}^{(2)}\right] E\left[Y_{2}^{(3)} t_{2}^{2}\right]}{\mu_{1}^{3}}+\frac{2 E\left[Y_{1}^{(1)}\right] E\left[Y_{2}^{(2)} t_{1}\right] E\left[Y_{2}^{(3)} t_{2}\right]}{\mu_{2}^{3}}
\]
\[
+\frac{2 E\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(1)} t_{2}\right] E\left[Y_{1}^{(3)} t_{1}\right]}{\mu_{1}^{3}}+\frac{2 E\left[Y_{2}^{(3)}\right] E\left[Y_{1}^{(1)} t_{1}\right] E\left[Y_{1}^{(2)} t_{1}\right]}{\mu_{1}^{3}}
\]
\[
-6 E\left[Y_{1}^{(1)}\right] E\left[Y_{1}^{(3)}\right] E\left[Y_{2}^{(2)} t_{1}\right] \frac{\mu_{2}}{\mu_{1}^{4}}-6 E\left[Y_{2}^{(1)}\right] E\left[Y_{2}^{(2)}\right] E\left[Y_{1}^{(3)} t_{1}\right] \frac{\mu_{2}}{\mu_{1}^{4}}
\]
\[
-6 E\left[Y_{1}^{(2)}\right] E\left[Y_{2}^{(3)}\right] E\left[Y_{2}^{(1)} t_{1}\right] \frac{\mu_{2}}{\mu_{i}^{4}}
\]
\[
\left.+3\left(\frac{3 \mu_{2}^{2}-\mu_{2} \mu_{3}}{\mu_{2}^{3}}\right) E\left[Y_{1}^{(1)}\right] E\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(3)}\right]\right\} t
\]
\[
+\left\{\frac{\mu_{2}}{2 \mu_{1}^{2}} E\left[Y_{1}^{(2)} Y_{1}^{(2)} Y_{1}^{(3)}\right]+\frac{E\left[Y_{1}^{(1)}\right] E\left[Y_{1}^{(2)} Y_{1}^{(3)} t_{2}^{2}\right]}{2 \mu_{1}^{2}}\right.
\]
\[
+\frac{E\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(2)} Y_{1}^{(3)} t_{1}^{2}\right]}{2 \mu_{1}^{2}}+\frac{E\left[Y_{2}^{(3)}\right] E\left[Y_{2}^{(2)} Y_{1}^{(2)} t_{1}^{2}\right]}{2 \mu_{1}^{2}}
\]
}


\(-\frac{\mu_{2} E\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(1)} Y_{1}^{(3)} t_{1}\right]}{\mu_{1}^{2}}-\frac{\mu_{2} E\left[Y_{1}^{(1)}\right] E\left[Y_{1}^{(1)} Y_{1}^{(2)} t_{1}^{2}\right]}{\mu_{1}^{2}}\)
\(-\frac{\left.\mu_{2} E Y_{1}^{(1)} Y_{1}^{(2)}\right] E\left[Y_{1}^{(3)} t_{2}\right]}{\mu_{2}^{2}}-\frac{\mu_{2} E\left[Y_{2}^{(2)} Y_{1}^{(3)}\right] E\left[Y_{1}^{(2)} t_{2}\right]}{\mu_{1}^{3}}\)
\(-\frac{\left.\mu_{2} E\left[Y_{1}^{(2)} Y_{1}^{(3)}\right] E Y_{1}^{(1)} t_{2}\right]}{\mu_{2}^{2}}-\frac{\left.\left.E\left[Y_{1}^{(1)}\right] E Y_{1}^{(2)}\right)_{1}^{2}\right] E\left[Y_{1}^{(3)} t_{1}\right]}{\mu_{2}^{2}}\)



\(-\frac{2 E\left[Y_{1}^{(2)}\right] E\left[Y_{3}^{(3)}\right] E\left[Y_{1}^{(1)} t_{i j}\right.}{3 \mu_{1}^{\mu}}-\frac{2 E\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(3)}\right] E\left[Y_{2}^{(2)} t_{i}^{2}\right]}{3 \mu_{1}^{2}}\)
\(+\frac{3 \mu_{2} E\left[Y_{1}^{(1)}\right] E\left[Y_{2}^{(2)}\right] E\left[Y_{1}^{(3)} t_{2}^{2}\right]}{\mu_{1}^{2}}+\frac{3 \mu_{2} E\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(3)}\right] E\left[Y_{1}^{(1)} t_{2}^{2}\right]}{\mu_{2}^{2}}\)
\(+\frac{3 \mu_{2} E\left[Y_{2}^{(2)} \mid E\left[Y_{1}^{(3)}\right] E\left[Y_{1}^{(2)} t_{2}^{2}\right]\right.}{\mu_{1}^{2}}+\frac{\left.\left.3 \mu_{2} E E Y_{1}^{(1)} E E Y_{1}^{(2)} t_{1}\right] E Y_{1}^{(3)} t_{2}\right]}{\mu_{1}^{2}}\)
\(+\frac{3 \mu_{2} E\left[Y_{1}^{(2)} \mid E\left[Y_{1}^{(1)} t_{1}\right] E\left[Y_{1}^{(1)} t_{2}\right]\right.}{\mu_{i}^{2}}+\frac{\left.3 \mu_{2} E\left[Y_{1}^{(3)}\right] E\left[Y_{1}^{(1)} t_{1}\right] E Y_{1}^{(2)} t_{1}\right]}{\mu_{i}^{(1}}\)
\(\left.+2 q_{1} E Y_{1}^{(1)} \mid E Y_{1}^{(2)} Y_{2}^{(3)}\right]+2 q_{1} E\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(1)} Y_{2}^{(3)}\right]\)
\(\left.\left.\left.+2 q_{1} E Y_{1}^{(3)} \mid E\left[Y_{1}^{(1)} Y_{2}^{(2)}\right]-2 q_{2} E Y_{1}^{(1)}\right] E Y_{2}^{(2)}\right] E Y_{1}^{(3)} t_{1]}\right]\)
\(\left.\left.\left.-2 \varphi_{3} E\left[Y_{1}^{(1)}\right] E Y_{1}^{(3)}\right] E\left[Y_{1}^{(2)} t_{2}\right]-2 \varphi_{2} E Y_{1}^{(2)}\right] E Y_{1}^{(3)}\right] E\left[Y_{1}^{(1)} t_{2]}\right.\)
\(\left.+3 \in E E\left[Y_{2}^{(1)}\right] E\left[Y_{2}^{(2)}\right] E\left[Y_{2}^{(3)}\right]\right\}+o(1)\)
where
\(\left\{\begin{array}{l}\varphi_{1}=\left(\frac{9 \mu_{2}^{2}-4 \mu_{1} \mu_{3}}{12 \mu_{1}^{2}}\right) \\ \varphi_{2}=\left(\frac{3 \mu_{2}^{2}-\mu_{2} \mu_{3}}{\mu_{1}^{S}}\right) \\ \varphi_{3}=\left(\frac{4 \mu_{2}^{3}-\mu_{4} \mu_{2}^{2}}{4 \mu_{2}^{6}}\right)\end{array}\right.\)
\[
\begin{align*}
& \text { If } Y_{i}^{(1)}, Y_{i}^{(2)} \text { and } Y_{i}^{(3)} \text { are identical, (6.4) yields the special case: } \\
& E\left[\sum_{i=1}^{N(t)+1} Y_{i}^{(2)}\right]^{3}=\frac{E^{3}\left[\left[_{1}^{(2)}\right]\right.}{\mu_{2}^{3}} t^{3}+\left\{\frac{3 E\left[Y_{1}^{(1)} \mid E Y_{1}^{(2)}{ }^{2}\right.}{\mu_{1}^{2}}\right. \\
& \left.-\frac{6 E^{2}\left[Y_{2}^{(2)}\right] E\left[Y_{2}^{(2)} \mu_{12}\right]}{\mu_{1}^{3}}+\frac{9 \mu_{2} E^{3}\left\{Y_{2}^{(1)}\right]}{2 \mu_{1}^{4}}\right\} t^{2} \\
& +\left\{\frac{E\left[Y_{2}^{(1)}\right]^{3}}{\mu_{1}}+\frac{6 \mu_{2} E\left[Y_{2}^{(1)}\right] E\left[Y_{2}^{(1)}\right]^{2}}{\mu_{2}^{3}}\right. \\
& -\frac{3 E\left(Y_{2}^{(2)}\right] E\left[\left(Y_{2}^{(2)}\right)^{2} t_{2}\right]}{\mu_{1}^{2}}-\frac{3 E\left[\left.Y_{1}^{(1)}\right|^{2} E\left[Y_{1}^{(1)} t_{2}\right]\right.}{\mu_{2}^{2}} \\
& +\frac{6 E^{2}\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(1)} t_{i}^{2}\right]}{\mu_{1}^{\mu}}+\frac{6 E\left[Y_{3}^{(1)}\right] E^{2}\left[\left[_{1}^{(1)} t_{t_{2}}\right]\right.}{\mu_{2}^{3}} \\
& -\frac{18 E^{2}\left[Y_{1}^{(1)}\right] E\left[Y_{1}^{(1)} t_{2}\right] \mu_{2}}{\mu_{2}^{4}}+\frac{9 \mu_{2}^{2} E^{3}\left[Y_{3}^{(1)}\right]}{\mu_{1}^{5}} \\
& \left.-\frac{3 \mu_{3} E^{3}\left[Y_{1}^{(2)}\right]}{\mu_{1}^{2}}\right\} t+\left\{\frac{\mu_{2} E\left[Y_{1}^{(2)}\right]^{3}}{2 \mu_{1}^{2}}\right.  \tag{6.5}\\
& +\frac{3 E\left[Y_{1}^{(2)}\right] E\left[\left(Y_{1}^{(2)}\right)^{2} \tau_{1}^{2}\right]}{2 \mu_{1}^{2}}+\frac{3 E\left[Y_{1}^{(1)}\right]^{2} E\left[Y_{1}^{(2)} t_{1}^{2}\right]}{2 \mu_{2}^{2}} \\
& -\frac{3 \mu_{2} E\left[Y_{1}^{(2)}\right] E\left[\left(Y_{1}^{(2)}\right)^{2} t_{1}\right]}{\mu_{1}^{3}}-\frac{3 \mu_{2} E\left[Y_{1}^{(2)}\right]^{2} E\left[Y_{1}^{(1)} t_{t_{2}}\right]}{\mu_{2}^{3}} \\
& +\frac{6 E\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(1)} t_{2}\right] E\left[Y_{1}^{(1)} t_{1}^{2}\right]}{\mu_{2}^{3}}-\frac{2 E^{2}\left[Y_{3}^{(1)}\right] E\left[Y_{2}^{(1)} t_{2}^{3}\right]}{\mu_{2}^{3}} \\
& +\frac{9 \mu_{2} E^{2}\left[Y_{1}^{(1)}\right] E\left[Y_{1}^{(1)} t_{i}^{2}\right]}{\mu_{1}^{4}}+\frac{9 \mu_{2} E\left[Y_{1}^{(2)}\right] E^{2}\left[Y_{1}^{(1)} t_{1}\right]}{\mu_{2}^{4}} \\
& +\frac{9 \mu_{2}^{2} E\left[Y_{2}^{(2)}\right] E\left[Y_{2}^{(2)}\right]^{2}}{2 \mu_{1}^{4}}-\frac{2 E\left[Y_{2}^{(2)}\right] E\left[Y_{1}^{(1)}\right] \mu_{3}}{\mu_{2}^{3}} \\
& +\frac{18 E^{2}\left[Y_{2}^{(2)}\right] E\left[Y_{2}^{(1)} t_{2}\right] \mu_{2}^{2}}{\mu_{1}^{3}}+\frac{6 E^{2}\left[Y_{1}^{(2)}\right] E\left[Y_{1}^{(1)} t_{2}\right] \mu_{3}}{\mu_{1}^{4}} \\
& \left.+\frac{3 E^{3}\left[Y_{1}^{(1)}\right] \mu_{2}^{3}}{\mu_{1}^{6}}-\frac{3 E^{3}\left[Y_{1}^{(1)}\right] \mu_{4}}{4 \mu_{1}^{4}}\right\}+o(1)
\end{align*}
\]

Note that in the development of (6.5) we used the following
\(E\left[Y_{m}^{(\ell)}\right]=E\left[Y_{2}^{(l)}\right] \quad \ell=1,2,3\) and \(m=1,2,3\)
\(E\left[Y_{m}^{(r)} Y_{m}^{(o)}\right]=E\left[Y_{2}^{(r)} Y_{1}^{(\sigma)}\right] \quad \forall r \neq s, r, s=1,2,3\)
\(E\left[Y_{m}^{(l)} t_{m}^{k}\right]=E\left[Y_{1}^{(l)} t_{1}^{k}\right] \quad \forall k<\infty\)
Also note that Equations (6.4) and (6.5) are the same as those obtained in Adès and Malhamé [2]. This provides an independent validation of the approach elaborated in the present chapter.

\subsection*{3.7 RECURSIVE SCHEME OF \(P_{n}^{*}(t)\)}

\section*{7. Recursive Scheme of \(P_{n}^{\circ}(t)\)}

The monomials oceurring in \(E\left[P_{n}^{0}(t)\right]\) are generated recarsively and inherited from each other following by that a specific pattern according to the analysis elaborated in this paper.

Let us consider the following example:
\[
\operatorname{mon} \Pi_{2}^{(3,4)}=Y_{2}^{(4)}, Y_{2}^{(1)} Y_{2}^{(2)}, Y_{3}^{(3)}
\]

For this monomial, we have the following remaris:
- \(\operatorname{mon} \Pi_{2}^{(3,4)}=Y_{1}^{(4)}, Y_{2}^{(1)} Y_{2}^{(2)}, Y_{3}^{(3)}\) is inherited from mon \(\Pi_{1}^{(2,3)}=Y_{2}^{(1)} Y_{2}^{(3)}, Y_{2}^{(3)}\)
- mon \(n_{2}^{(3,4)}\) is one of 37 monomials occurring in the fourth generation according to \(B_{n,}=\) \(\sum_{m=1}^{4} m S(4, m)=37\), as defined previously.
- \(m o n \Pi_{2}^{(3,4)}\) is associated with a partition of 4 letters into 3 blocks separated by 2 commas, where the last one has a special meaning in the contert of Theorem 3. Indeed, we have by this theorem:
\(E\left[\operatorname{mon} \Pi_{2}^{(3,4)}\right]=E\left[Y_{1}^{(4)}, Y_{2}^{(1)} Y_{2}^{(2)}, Y_{3}^{(3)}\right] \xrightarrow{t h_{3}} E\left[Y_{2}^{(4)} Y_{2}^{(1)} Y_{2}^{(2)} \phi_{3}\left(t_{2}^{(t)}\right) I\left(t_{1}+t_{2} \leq t\right)\right] E\left[Y_{3}^{(3)}\right]\).
- Thus, in the context of Theorem 3, we have 2 expectations associated with this monomial. The first expectation is applied to the first blocks located before the last comma, whereas the second expectation is specific to the block after this last comma. Therefore, it is clear by Theorem 3, that we have only 2 expectations applied to every monomial.
- mon \(\Pi_{2}^{(3,4)}=Y_{1}^{(3)}, Y_{2}^{(1)} Y_{2}^{(2)}, Y_{3}^{(3)}\) generates in the fifth generation the following distinct monomials:
\begin{tabular}{|c|}
\hline  \\
\hline
\end{tabular}
- As we can remark, \(\operatorname{mon} \Pi_{2}^{(3,4)}\) generates in the fifth generation:
(a) 9 distinct monomials \(\triangleq \operatorname{mon} \Pi_{\varepsilon}^{(3,5)}\), which are associated with a partition of 5 letters into 3 blocks. For the fifth generation, we have \(3 S(5,3)=75\) distinct monomials of 5 letters with 3 blocks.
(b) 4 distinct augmented monomials \(\triangleq\) mon \(\Pi_{\ell}^{(4,5)}\). There are \(4 S(5,4)=40\) distinct monomials of 5 letters with 4 blocks.
- The mechanism for generating these monomials is simple, which can be summarized by the next three steps:
(1) The new letter \(Y^{(5)}\) has to be incrted at the ead of each block, taking as lower index the position number of this block.
(2) When the new letter \(Y^{(5)}\) is so fixed, we have a new monomial, from which we follow a cyclicity operation on the present blocks, generating thereafter the appropriate monomials. We illustrate this cyclicity by the rounded arrow (2).
(3) Once the new letter \(Y^{(3)}\) has taken place at the end of each block, then \(Y^{(3)}\) has its own or new block, where the position number of this new block is 4 . We bave then an augrented (in the number of blocks) monomial from which we follow step 2 as above.
Note that in practice, we do not generate monomials from mon \(\Pi_{2}^{(3,4)}\), since those monomials are already generated from mon \(\Pi_{2}^{(3,4)}\).
First Generation \(\quad Y_{j}^{\prime}=\left(Y^{(1)}\right)\)
1.1.1 \(\quad \operatorname{mon} \Pi_{1}^{(1,2)}=Y_{1}^{(1)}\)

Second Generation \(Y_{2}^{\prime}=\left(Y^{(1)} Y^{(2)}\right)\)

\begin{tabular}{|c|c|}
\hline & \[
\left.Y_{2}^{(1)}, Y_{2}^{(2)} Y_{2}^{(3)} \longrightarrow \begin{array}{l}
\operatorname{mon} \Pi_{7}^{(2,4)}=Y_{2}^{(1)}, Y_{2}^{(2)} Y_{2}^{(3)} Y_{2}^{(4)} \\
\operatorname{mon} \Pi_{3}^{(2,4)}=Y_{2}^{(2)} Y_{2}^{(3)} Y_{2}^{(1)}, Y_{2}^{(1)} \\
\operatorname{mon} \Pi_{2}^{(2,4)}=Y_{2}^{(1)} Y_{2}^{(4)}, Y_{2}^{(2)} Y_{2}^{(1)} \\
\operatorname{mon} \Pi_{20}^{(24)}=Y_{2}^{(2)} Y_{2}^{(3)}, Y_{2}^{(2)} Y_{2}^{(4)} \\
\operatorname{man} \Pi_{3}^{(3,4)}=Y_{2}^{(1)}, Y_{2}^{(2)} Y_{2}^{(3)}, Y_{3}^{(4)} \\
\operatorname{mon} I_{5}^{(3,4)}=Y_{2}^{(4)}, Y_{2}^{(1)}, Y_{3}^{(2)} Y_{3}^{(3)} \\
\operatorname{mon} \Pi_{6}^{(3,4)}=Y_{2}^{(2)} Y_{2}^{(3)}, Y_{2}^{(1)}, Y_{3}^{(1)}
\end{array}\right)
\] \\
\hline 4.23 &  \\
\hline 4.3.1 &  \\
\hline
\end{tabular}

There are \(B_{4}\), monomials for this generation ( \(B_{4}=37\) ).
\(n\)-th Generation \(\quad Y_{n}^{\prime}=\left(Y^{(2)} Y^{(2)} \ldots Y^{(n)}\right)\)


where the lower indices \(c_{i, j}\) in mon \(\Pi_{c_{0,4}}^{(n-1, n)}\) are as follows:
\(c_{1.1}=(n-1) S(n, n-1)-n(n-2)\)
\(c_{1,2}=(n-1) S(n, n-1)-n(n-2)+1\)
\[
\vdots
\]
\[
c_{1, n-1}=(n-1) S(n, n-1)-(n-1)(n-2)
\]
\[
c_{2,1}=(n-1) S(n, n-1)-(n-1)(n-2)+1
\]
\[
c_{2,2}=(n-1) S(n, n-1)-(n-1)(n-2)+2
\]
\[
\vdots
\]
\[
c_{2, n-1}=(n-1) S(n, n-1)-(n-1)(n-3)
\]

\section*{Reference:}
```

c
c}\mp@subsup{c}{n-1,2}{}=(n-1)S(n,n-1)-(n-2)+
\vdots
c}\mp@subsup{c}{n-1,n-1}{}=(n-1)S(n,n-1
c}\mp@subsup{c}{n,2}{}=1,\mp@subsup{c}{n,2}{}=2,···,\mp@subsup{c}{n,n}{}=

```
Concerning this recursive scheme, we note the following remarks:
- For the third generation, it is not necessary to generate monomials from \(Y_{1}^{(2)}, Y_{2}^{(2)} \mathbf{Z}\), because these monomials are already generated in 3.2.1.
- For the fourth generation, we do not generate monomials from \(Y_{2}^{(3)}, Y_{2}^{(1)} Y_{2}^{(2)}\), \(Y_{1}^{(2)} Y_{1}^{(3)}, Y_{2}^{(1)} \mathcal{Z}, Y_{1}^{(2)}, Y_{2}^{(1)} Y_{2}^{(3)}, Y_{1}^{(3)}, Y_{2}^{(1)}, Y_{3}^{(2)}\) and \(Y_{1}^{(2)}, Y_{2}^{(3)}, Y_{3}^{(1)} \mathcal{Z}\), becanse these monomials are alreacy generated in the previous steps.
- According to the analysis elaborated here, we do not generate monomials from those with the rounded arrow.
- The application of Theorem 3 to this recursive scheme is illnstrated by the following examples:
 \(E\left[Y_{1}^{(1)}, Y_{2}^{(2)} Y_{2}^{(3)}, Y_{3}^{(4)}\right] \xrightarrow{\text { th3 }} E\left[Y_{1}^{(1)} Y_{2}^{(2)} Y_{2}^{(3)} \phi_{3}\left(t_{3}^{(2)}\right) I\left(t_{1}+t_{2} \leq t\right)\right] E\left[Y_{3}^{(1)}\right]\) \(E\left[Y_{1}^{(4)}, Y_{2}^{(1)}, Y_{3}^{(2)}, Y_{4}^{(3)}\right] \xrightarrow{e h_{3}} E\left[Y_{2}^{(4)} Y_{2}^{(1)} Y_{3}^{(2)} \phi_{4}\left(t_{3}^{*}\right) I\left(t_{1}+t_{2}+t_{3} \leq t\right)\right] E\left[Y_{4}^{(3)}\right]\)
- For each generation, there are \(B_{n,}\) monomials, where \(B_{n}=\sum_{m=1}^{n} m S(n, m)\).
8. Conclusion

As we observe, the computation of \(E\left[P_{n}^{\prime}(t)\right]\) using the present approach, is based only on \(\phi_{m}\left(t_{m}\right)\), since the monomials of \(P_{n}^{-}(t)\) are generated recursively. Thus using a symbolic language of programming as Maple, the symbolic computation of \(E\left[P_{n}^{*}(t)\right]\) can be performed efficiently.
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\section*{CHAPTER 4}

On the Moments of Cumulative Processes: A Preliminary

\section*{Study}

\section*{1. Introduction: Classical Definitions and Notations}

Let \(\left\{t_{i}\right\}, i=1,2, \ldots\), be an infinite sequence of independent non-negative and identically distributed random variables, which are not zero with probability one. Such a sequence of random variables is called a renewal process.

The augmented sequence \(\left\{t_{i}\right\}, i=0,1,2, \ldots\), is called a general renewal process, where \(t_{0}\) is a non-negative random variable, independent of the \(t_{i}{ }^{\prime} s, i=1,2, \ldots\), and not necessarily identically distributed like them.

Let \(T_{n}=\sum_{i=1}^{n} t_{i}\) for the partial sums of \(t_{i}\), where \(T_{n}\) is the time instant corresponding to the occurrence of the event \(E\). Let \(K(t)\) and \(F(t)\) be the distribution functions of \(t_{0}\) and \(\left.\left\{t_{1}\right\}\right\} \geq 1\), respectively. For a given general renewal process \(\left\{t_{i}\right\}\), we write \(T_{-1}=0, T_{n}=\sum_{i=0}^{n} t_{i}\) for \(n=0,1, \ldots\), and we define for all \(t \geq 0\), the random variable \(N^{\circ}(t)\) as the greatest integer \(n\) such that \(T_{n-1} \leq t\).

Let \(W_{t}\) be a real valued process which is defined to be a cumulative process if it satisfies the following two conditions:
(C1) \(y_{n}=\Delta_{n} W_{t}=W_{T_{n}}-W_{T_{n-1}}\) is a sequence of independent and identically distributed random variables, where \(n=1,2, \ldots\)
(C2) \(W_{t}\) is, with probability one, of bounded variation in every finite \(t\)-interval (see Smith [15]). Let us consider from bere on the case where \(t_{0}=0\), thus let \(N(t)\) be a random variable which represents the number of events in the interval \((0, t]\) of the renewal process \(\left\{t_{i}\right\}, i=1,2, \ldots\).

We assume that \(\left\{t_{n}, y_{n}\right\}, n=1,2, \ldots\), is a sequence of independent and identically distributed random variables.

Let \(G(t, y)\) denote the joint distribution function of \(\left\{t_{n}, y_{n}\right\}\), and let \(\kappa_{r}=E\left[y_{n}^{r}\right], \mu_{r}=E\left[t_{n}^{r}\right]\) and \(\mu_{i j}=E\left[t_{n}^{i} y_{n}^{n}\right]\), where \(\kappa_{r}+\mu_{r}+\mu_{i j}<\infty\).
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\[
\begin{aligned}
\text { Let } G_{:}(\alpha) & =\int_{t=0}^{\infty} \int_{y=-\infty}^{\infty} e^{-\alpha t+i \alpha y} d_{t, y} G(t, y), \\
& G_{0}(\alpha)=\int_{0}^{\infty} \int_{-\infty}^{\infty} e^{i \alpha y} d_{L_{, y}} G(t, y)=\int_{-\infty}^{\infty} e^{i \alpha y} d_{y} G(y) \equiv \int_{-\infty}^{\infty} e^{i \alpha y} d G(y)
\end{aligned}
\]
then
and
\[
G_{z}^{2}(0)=\int_{0}^{\infty} \int_{-\infty}^{\infty} e^{-\infty t} d_{t, y} G(t, y)=\int_{0}^{\infty} e^{-r t} d_{t} G(t) \equiv \int_{0}^{\infty} e^{-n t} d G(t)=\int_{0}^{\infty} e^{-s t} d F(t)
\]
where \(G_{0}^{*}(\alpha)\) is the characteristic function of the random variable \(y_{n}\) and \(G_{s}^{*}(0)=F^{*}(s)=\int_{0}^{\infty} e^{-s t} d F(t)\), is the Laplace-Stieltjes transform of \(F(t)\). Recall that \(F(t)\) is the distribution function of \(t_{n}\).

This chapter is organized as follows. An explicit and asymptotic expression of the third moment of a cumulative processes is presented in section 2. A detailed procedure is given in section 3 to find the expectation of a product of triple summation. Finally, we study briefly \(E[N(t)]^{k}\) in section 4.
2. Some Excerpts of Smith's Work on Renewal Theory and Further Development

One of the pioneers in the area of renewal theory is W.L. Smith.
In his paper of 1955 , Smith [15] has considered the random variable \(Y_{t}\) with the related questions as follows:
a) \(Y_{t}=\sum_{i=1}^{N(t)+2} y_{i}=W_{t_{1}+t_{2}+\cdots+t_{N(t)+1}}\).
b) \(\Psi_{t}(y)=P\left(Y_{t} \leq y\right)\) is the distribution function of \(Y_{t}\).
c) For \(\operatorname{Re}(s) \geq 0\), let \(\Psi_{;}^{*}(y)=s \int_{0}^{\infty} e^{-r t} \Psi_{t}(y) d t\), where for fixed \(s, \Psi_{;}^{\prime}(y)\) is a distribution function in \(y\).
d) When \(\operatorname{Re}(s)>0, \psi_{0}^{*}(\alpha)=\int_{-\infty}^{\infty} e^{i a y_{d,} \Psi_{0}^{*}(y)=}\)
\[
\frac{G_{0}^{-\infty}(\alpha)-G_{i}^{*}(\alpha)}{1-G_{i}^{*}(\alpha)}=\frac{G_{0}^{*}(\alpha)-1}{1-G_{j}^{*}(\alpha)}+1
\]
where \(\psi ;(\alpha)\) is the characteristic function of \(\Psi ;(y)\) and \(\alpha \in \mathbb{R}\). When \(\operatorname{Re}(s)>0\), \(\frac{\sigma_{0}^{\prime}(\alpha)-1}{1-\sigma_{j}(\alpha)}\) is \(m\)-times differentiable with respect io \(\alpha\), since \(\kappa_{m}=E\left[y_{n}^{m}\right]<\infty\); recall for this purpose that \(G_{0}^{*}(\alpha)\) is the characteristic function of the random variable \(y_{n}\). Consequently, the first \(m\) moments of \(\Psi ;(y)\) are finite (Theorem 3.2.1 page 142 of Laha \& Rohatgi [12j).

\section*{42 SOME EXCERPIS OF SMITH'S WORK ON RENEWAL THEORY AND FURITEER DEVELOPMENT}
2.1. Evaluation of the Third Derivative of \(\phi_{:}^{*}(\alpha)\). We can show very easily that
\[
\begin{equation*}
\psi_{0}^{\prime}(\alpha)=\frac{G_{0}^{\prime}(\alpha)}{1-G_{i}^{\prime}(\alpha)}+\frac{G_{i}^{\prime}(\alpha)-\left(G_{0}(\alpha)-1\right)}{\left(1-G_{0}^{\prime}(\alpha)\right)^{2}} \tag{2.1}
\end{equation*}
\]
and
\[
\begin{align*}
& \psi_{i}^{\prime \prime \prime}(\alpha)=\frac{G_{0}^{\prime \prime}(\alpha)}{1-G_{i}^{\prime}(\alpha)}+\frac{2 G_{0}^{\prime}(\alpha) G_{0}^{\prime}(\alpha)}{\left(1-G_{0}^{\prime}(\alpha)\right)^{2}}-\frac{G_{0}^{\prime \prime}(\alpha)}{\left(1-G_{0}^{-}(\alpha)\right)^{2}} \\
& -\frac{2\left(G_{0}^{\prime}(\alpha)\right)^{2}}{\left(1-G_{;}^{;}(\alpha)\right)^{3}}+\frac{G_{0}^{0}(\alpha) G_{:}^{\prime \prime}(\alpha)}{\left(1-G_{;}^{;}(\alpha)\right)^{2}}+\frac{2 G_{0}^{\prime}(\alpha)\left(G_{i}^{\prime}(\alpha)\right)^{2}}{\left(1-G_{0}^{\prime}(\alpha)\right)^{3}} \tag{2.2}
\end{align*}
\]

Then after some algebra, one obtains:
\[
\begin{aligned}
& \psi_{0}^{\prime \prime \prime \prime}(\alpha)=\frac{G_{0}^{* * \prime}(\alpha)}{\left(1-G_{0}^{*}(\alpha)\right)}+\frac{G_{0}^{* \prime \prime}(\alpha) G_{0}^{0}(\alpha)}{\left(1-G_{0}^{*}(\alpha)\right)^{2}} \\
& +\frac{2 G_{0}^{\prime \prime}(\alpha) G_{0}^{\prime}(\alpha)+2 G_{0}^{\prime}(\alpha) G_{i}^{\prime \prime}(\alpha)}{\left(1-G_{j}^{\prime}(\alpha)\right)^{2}}+\frac{4 G_{0}^{\prime \prime}(\alpha)\left(G_{i}^{\prime}(\alpha)\right)^{2}}{\left(1-G_{i}^{\prime}(\alpha)\right)^{3}} \\
& -\frac{G_{a}^{-" \prime}(\alpha)}{\left(1-G_{a}^{\prime}(\alpha)\right)^{2}}-\frac{2 G_{c}^{\prime \prime}(\alpha) G_{a}^{\prime \prime}(\alpha)}{\left(1-G_{z}^{*}(\alpha)\right)^{3}} \\
& -\frac{4 G_{;}^{\prime}(\alpha) G_{; " \prime}^{\prime \prime}(\alpha)}{\left(1-G_{z}^{*}(\alpha)\right)^{3}}-\frac{6\left(G_{z}^{\prime}(\alpha)\right)^{3}}{\left(1-G_{z}^{*}(\alpha)\right)^{4}}
\end{aligned}
\]
\[
\begin{aligned}
& \left(1-G_{;}(\alpha)\right)^{2}+\frac{\left(1-G_{i}^{*}(\alpha)\right)^{3}}{} \\
& +2 G_{0}^{*}(\alpha)\left(G_{0}^{\theta^{\prime}}(\alpha)\right)^{2}+4 G_{0}^{-}(\alpha) G_{0}^{\theta^{\prime}}(\alpha) G_{a}^{0^{\prime \prime}}(\alpha) \\
& \left(1-G_{;}(a)\right)^{3} \\
& +\frac{6 G_{0}^{j}(\alpha)\left(G_{i}^{j}(\alpha)\right)^{3}}{\left(1-G_{i}^{0}(\alpha)\right)^{4}}
\end{aligned}
\]
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Since \(\psi_{;}^{* " \prime \prime}(0)=\int_{-\infty}^{\infty} i^{3} y^{3} d_{y} \Psi_{i}^{*}(y), G_{0}^{e}(0)=1, G_{0}^{+}(0)=i \kappa_{1}, G_{0}^{* "}(0)=i^{2} \kappa_{2}, G_{0}^{* " \prime}(0)=i^{3} \kappa_{3}\) and \(G_{0}(0)=F^{*}(s)\), then \({ }^{-\infty}\) obtain:
\[
\begin{align*}
\int_{-\infty}^{\infty} y^{3} d_{y} \Psi_{3}^{*}(y)= & \frac{\kappa_{3}}{\left(1-F^{*}(s)\right)}+\frac{3 \kappa_{2} R_{1}(s)}{\left(1-F^{*}(s)\right)^{2}} \\
& +\frac{3 \kappa_{1} F_{2}^{2}(s)}{\left(1-F^{*}(s)\right)^{2}}+\frac{6 \kappa_{1} R_{1}^{2}(s)}{\left(1-F^{*}(s)\right)^{3}} \tag{2.4}
\end{align*}
\]
where:
\[
\begin{align*}
& R_{2}^{e}(s) \triangleq\left[\frac{1}{i} \frac{\partial}{\partial \alpha} G_{a}^{*}(\alpha)\right]_{\alpha=0}  \tag{2.5}\\
& R_{2}^{e}(s) \triangleq\left[\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \alpha^{2}} G_{a}^{*}(\alpha)\right]_{\alpha=0}
\end{align*}
\]

Obviously \(\psi_{0}^{\prime \prime \prime \prime}(0)\) gives the third moment of \(\Psi_{a}^{*}(y)\). But as \(\Psi_{0}^{\prime}(p)\) is the Laplace transform of \(\Psi_{l}(y)\), then using the inverse of such transform one can obtain \(\int_{-\infty}^{\infty} y^{3} d_{y} \Psi_{t}(y)=\) \(E\left[Y_{t}\right]^{3}\).
2.2. Explicit Form for \(R_{1}^{( }(s)\) and \(R_{2}^{(s)}\).
a) The function \(R_{1}^{6}(s)\) is the Laplace Stieltjes transform of \(R_{1}(t)\) which is of bounded variation in \(t\) (Smith [15]), where:
\[
\begin{align*}
& R_{1}(t)=\int_{-\infty}^{\infty} y d_{\nu} G(t, y)  \tag{2.7}\\
& R_{2}(s)=\int_{0}^{\infty} e^{-s t} d R_{1}(t) \tag{2.8}
\end{align*}
\]

It can easily be shown that
\[
\begin{align*}
& \int_{0}^{\infty} d R_{1}(t)=E\left[y_{n}\right]=\kappa_{1} \\
& \int_{0}^{\infty} t d R_{1}(t)=E\left[t_{n} y_{n}\right]=\mu_{11}
\end{align*}
\]
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where the integrals converge absolutely. We can expand \(e^{-r t}\) by the Taylor-Maclaurin series which is given by:

Then
\[
\begin{align*}
e^{-a t} & =\sum_{i=0}^{\infty}(-1)^{i} \frac{(s t)^{i}}{i!} \\
R_{1}^{(s}(s) & =\int_{0}^{\infty}\left(\sum_{i=0}^{\infty}(-1)^{i} \frac{(s t)^{i}}{i!}\right) d R_{1}(t) \\
& =\sum_{i=0}^{\infty} \frac{(-s)^{i}}{i!}\left(\int_{0}^{\infty} t^{i} d R_{1}(t)\right)  \tag{2,12}\\
& =\sum_{i=0}^{\infty} \frac{(-s)^{i}}{i!} \mu_{i!} \tag{213}
\end{align*}
\]

The integral in (2.8) converges absolutely at a point \(s=\sigma+i \tau\) if the integral
\[
\int_{0}^{\infty} e^{-\sigma t}\left|d R_{1}(t)\right|=\int_{0}^{\infty} e^{-\sigma t} d \alpha(t)
\]
converges, where \(\alpha(x)\) is the total variation of the function \(R_{1}(t)\) in the interval \(0 \leq t \leq x\). Now as \(\int_{0}^{\infty} e^{-s t} d R_{1}(t)\) converges absolutely for \(s=\sigma_{0}+i \tau_{0}\), then it converges uniformly and absolutely in the half-plane \(\sigma \geq \sigma_{0}\) (Theorem 3.1 page 46 of Widder [18]).
Consequently equation (2.13) relies on the fact that the integral in (2.8) converges uniformly, while equation (2.14) follows because \(\mu_{i 1}=E\left[t_{n}^{i} y_{n}\right]=\int_{0}^{\infty} t_{n}^{i} d R_{1}(t)=\) \(\int_{0}^{\infty} t^{i} d R_{1}(t)\).
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Note also that \(\mu_{01}=E\left[y_{n}\right]=\kappa_{1}\). To conclude this strbsection, let us prove equation (2.5) as follows:
\[
\begin{aligned}
& G_{i}^{\prime}(\alpha)=\int_{t=0}^{\infty} \int_{y=-\infty}^{\infty} i e^{-s t} e^{i \alpha_{y} y} y d_{t} d_{y} G(t, y) \\
& G_{0}^{\prime}(0)=\int_{t=0}^{\infty} \int_{-\infty}^{\infty} i e^{-x} y d_{t} d_{y} G(t, y) \\
& G_{0}^{\prime}(0)=i \int_{t=0}^{\infty} e^{-x} d_{t}\left(\int_{-\infty}^{\infty} y d_{y} G(t, y)\right) \\
& G_{:}^{\prime}(0)=i \int_{t=0}^{\infty} e^{-\infty t} d_{t} R_{1}(t) \\
& G_{:}^{\prime}(0)=i \int_{t=0}^{\infty} e^{-\infty t} d R_{1}(t)
\end{aligned}
\]
b) The function \(R_{2}^{( }(s)\) is the Laplace-Stieltjes transform of \(R_{2}(t)\) which is of bounded variation in \(t\), where:
\[
\begin{align*}
& R_{2}(t)=\int_{-\infty}^{\infty} y^{2} d_{2} G(t, y)  \tag{2.15}\\
& R_{2}^{e}(s)=\int_{0}^{\infty} e^{-s t} d R_{2}(t) \tag{2.16}
\end{align*}
\]

It can be shown that:
\[
\begin{aligned}
& \int_{0}^{\infty} d R_{2}(t)=E\left[y_{n}^{2}\right]=\kappa_{2} \\
& \int_{0}^{\infty} t^{2} d R_{2}(t)=E\left[t_{n}^{2} y_{n}\right]=\mu_{22}
\end{aligned}
\]
\[
(2.17)
\]
where the integrals converge absolutely.
1.2 SOME EXCERPTS OF SMITHS WORK ON RENEWAL THEORY AND FURTHER DEVELOPMENT

\section*{Using the same development as previously (part 2.2.a), we can write}
\[
\begin{equation*}
R_{2}(s)=\int_{0}^{\infty}\left(\sum_{i=0}^{\infty} \frac{(-s t)^{i}}{i!}\right) d R_{2}(t) \tag{219}
\end{equation*}
\]
\(=\sum_{i=0}^{\infty} \frac{(-s)^{i}}{i!}\left(\int_{0}^{\infty} t^{i} d R_{2}(t)\right)\)
\(=\sum_{i=0}^{\infty} \frac{(-s)^{i}}{i!} \mu_{i z}\)
where \(\mu_{n 2}=E\left[t_{n}^{i} y_{n}^{2}\right]=\int_{0}^{\infty} t_{n}^{i} d R_{2}(t)=\int_{0}^{\infty} t^{i} d R_{2}(t)\).
To end this subsection note that equation (2.6) can be proved very easily; indeed:
\[
\begin{aligned}
G_{a}^{\prime \prime \prime}(\alpha) & =\int_{t=0}^{\infty} \int_{y=-\infty}^{\infty} i^{2} y^{2} e^{-\pi t} e^{i x y} d_{t} d_{y} G(t, y) \\
G_{a}^{\prime \prime}(0) & =\int_{0}^{\infty} \int_{-\infty}^{\infty} i^{2} y^{2} e^{-s t} d_{t} d_{y} G(t, y) \\
& =i^{2} \int_{0}^{\infty} e^{-s t} d_{t}\left(\int_{-\infty}^{\infty} y^{2} d_{y} G(t, y)\right) \\
& =i^{2} \int_{0}^{\infty} e^{-s t} d R_{2}(t)
\end{aligned}
\]
2.3. Explicit Form for \(\int_{-\infty}^{\infty} y^{3} d_{y} \Psi_{0}^{-}(y)\). To obtain an explicit expression for \(\int_{-\infty}^{\infty} y^{3} d_{y} \Psi_{u}(y)\) given in equation (24), the knowledge of \(F^{-(s)}\) is required. For this end we use Lemma 3 of Smith [17], where he gave an expansion for \(F^{*}(s)\). This Lemma is stated as follows:
"A necessary and sufficient condition for \(F(t)\) to have its frst \(n\) moments finite is that, for real \(s>0, F^{-}(s)\) has an expansion \(F^{-}(s)=1-\mu_{2} s+\frac{\mu_{2} s^{2}}{2!}-\cdots+\frac{(-s)^{n} \mu_{n}}{n!}+o\left(s^{n}\right)^{n}\).

Using, on the one hand, the inversion techniques for 2 power series, see e.g. pages 506-515 of Knuth [10] Vol. 2, pages 436-444 of Markushevich [13] Vol. 1, Brent and Kung [5], Kung [11] and Beyer [4]. On the other hand, we consider \(F^{*}(s)\) as stated above, \(R_{1}^{0}(s), R_{2}^{*}(s)\) as given by equations (2.14) and (2.20) respectively. We obtain, by applying a straightforward computation and
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after some steps of simplification, the following:
- \(\frac{1}{1-F^{-}(s)}=\frac{1}{s \mu_{2}}+\frac{\mu_{2}}{2 \mu_{2}^{2}}+\alpha(1) \quad\) as \(s \rightarrow 0\)
- \(\frac{R_{1}^{-}(s)}{\left(1-F^{-}(s)\right)^{2}}=\frac{\kappa_{1}}{s^{2} \mu_{1}^{2}}+\frac{1}{s}\left(\frac{\kappa_{1} \mu_{2}}{\mu_{2}^{3}}-\frac{\mu_{11}}{\mu_{1}^{2}}\right)\)
\(+\frac{\mu_{22}}{2 \mu_{1}^{2}}-\frac{\mu_{2} \mu_{31}}{\mu_{1}^{3}}+\kappa_{1}\left(\frac{3 \mu_{2}^{2}}{4 \mu_{2}^{4}}-\frac{\mu_{3}}{3 \mu_{1}^{3}}\right)\)
\(+o(1)\) as \(s \rightarrow 0\)
(2.22)
- \(\frac{R_{2}^{e}(s)}{\left(1-F^{0}(s)\right)^{2}}=\frac{\kappa_{2}}{s^{2} \mu_{2}^{2}}+\frac{1}{s}\left(\frac{\kappa_{2} \mu_{2}}{\mu_{2}^{3}}-\frac{\mu_{12}}{\mu_{2}^{2}}\right)\)
\(+\frac{\mu_{22}}{2 \mu_{2}^{2}}-\frac{\mu_{2} \mu_{12}}{\mu_{2}^{3}}+\kappa_{2}\left(\frac{3 \mu_{2}^{2}}{4 \mu_{1}^{4}}-\frac{\mu_{3}}{3 \mu_{2}^{3}}\right)\)
\(+o(1)\) as \(s \rightarrow 0\)
- \(\frac{R_{2}^{2}(s)}{(I-F=(s))^{3}}=\frac{1}{s^{3}} \frac{\kappa_{1}^{2}}{\mu_{1}^{2}}+\frac{1}{s^{2}}\left(\frac{3 \kappa_{1}^{2} \mu_{2}^{2}}{2 \mu_{1}^{2}}-\frac{2 \kappa_{1} \mu_{1}^{3}}{\mu_{2}^{3}}\right)\)
\(+\frac{1}{-}\left(\frac{3 \kappa_{1}^{2} \mu_{2}^{2}}{2 \mu_{1}^{2}}-\frac{\kappa_{1}^{2} \mu_{3}}{2 \mu_{1}^{2}}-\frac{3 \kappa_{1} \mu_{11} \mu_{2}}{\mu_{1}^{1}}+\frac{\kappa_{1} \mu_{21}}{\mu_{1}^{2}}+\frac{\mu_{12}^{2}}{\mu_{1}^{3}}\right)\)
\(+\frac{1}{5^{0}}\left(\frac{\kappa_{1}^{2} \mu_{3}^{3}}{2 \mu_{1}^{\alpha}}-\frac{\kappa_{1}^{2} \mu_{4}}{8 \mu_{1}^{4}}-\frac{3 \kappa_{1} \mu_{11} \mu_{2}^{2}}{\mu_{1}^{3}}+\frac{\kappa_{1} \mu_{11} \mu_{3}}{\mu_{1}^{4}}\right.\)
\(\left.+\frac{3 \kappa_{2} \mu_{21} \mu_{2}}{2 \mu_{1}^{4}}+\frac{3 \mu_{11}^{2} \mu_{2}}{2 \mu_{1}^{4}}-\frac{\kappa_{1} \mu_{31}}{3 \mu_{1}^{3}}-\frac{\mu_{11} \mu_{21}}{\mu_{1}^{3}}\right)\)
\(+o(1)\) as \(s \rightarrow 0\)
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Combining the last four equations we find:
\[
\begin{align*}
\int_{-\infty}^{\infty} y^{3} d_{y} \Psi_{1}^{-}(y)= & \frac{3!}{s^{3}} \frac{\mu_{1}^{3}}{\mu_{1}^{3}}+\frac{2}{s^{2}} \frac{3}{\mu_{1}^{2}}\left(\frac{3 \kappa_{2}^{3} \mu_{2}}{2 \mu_{1}^{2}}-\frac{2 \kappa_{1}^{2} \mu_{11}}{\mu_{1}}+\kappa_{1} \kappa_{2}\right) \\
+ & \frac{1}{s} \frac{6}{\mu_{1}}\left(\frac{3 \kappa_{1}^{3} \mu_{2}^{2}}{2 \mu_{1}^{4}}-\frac{\kappa_{1}^{3} \mu_{3}}{2 \mu_{1}^{3}}-\frac{3 \kappa_{1}^{2} \mu_{11} \mu_{2}}{\mu_{1}^{3}}+\frac{\kappa_{1}^{2} \mu_{21}}{\mu_{1}^{2}}\right. \\
& \left.+\frac{\kappa_{1} \mu_{11}^{2}}{\mu_{1}^{2}}+\frac{\kappa_{3}}{6}-\frac{\kappa_{2} \mu_{11}}{2 \mu_{1}}+\frac{\kappa_{1} \kappa_{2} \mu_{2}}{\mu_{1}^{2}}-\frac{\kappa_{1} \mu_{12}}{2 \mu_{1}}\right) \\
+ & \frac{1}{s^{0}}\left(\frac{\kappa_{3} \mu_{2}}{2 \mu_{1}^{2}}+\frac{3 \kappa_{2} \mu_{21}}{2 \mu_{1}^{2}}-\frac{3 \kappa_{2} \mu_{2} \mu_{11}}{\mu_{1}^{3}}+\frac{9 \kappa_{1} \kappa_{2} \mu_{2}^{2}}{2 \mu_{1}^{4}}\right. \\
& -\frac{2 \kappa_{2} \kappa_{2} \mu_{3}}{\mu_{1}^{3}}+\frac{3 \kappa_{1} \mu_{22}}{2 \mu_{1}^{2}}-\frac{3 \kappa_{1} \mu_{2} \mu_{12}}{\mu_{1}^{3}}+\frac{3 \kappa_{1}^{3} \mu_{2}^{3}}{\mu_{1}^{6}} \\
& -\frac{3 \kappa_{1}^{3} \mu_{4}}{4 \mu_{1}^{4}}-\frac{18 \kappa_{2}^{2} \mu_{11} \mu_{2}^{2}}{\mu_{1}^{3}}+\frac{6 \kappa_{1}^{2} \mu_{11} \mu_{3}}{\mu_{1}^{4}}+\frac{9 \kappa_{1}^{2} \mu_{21} \mu_{2}}{\mu_{1}^{4}} \\
& \left.+\frac{9 \kappa_{1} \mu_{11}^{2} \mu_{2}}{\mu_{1}^{4}}-\frac{2 \kappa_{1}^{2} \mu_{31}}{\mu_{1}^{3}}-\frac{6 \kappa_{1} \mu_{12} \mu_{21}}{\mu_{1}^{3}}\right) \\
+ & o(1) \quad 2 s s \rightarrow 0 \tag{2.25}
\end{align*}
\]

Evidently, equation (2.25) gives the third moment of \(\Psi_{i}^{*}(y)\). But as mentioned previousiy \(\Psi_{i}^{*}(y)\) is the Laplace transform of \(\Psi_{t}(y)\).

Then using the inverse of such transform, we obtain:
\[
\begin{aligned}
\int_{-\infty}^{\infty} y^{3} d_{y} \Psi_{t}(y)= & E\left[\sum_{i=1}^{N(t)+2} y_{i}\right]^{3}=\frac{\kappa_{1}^{3}}{\mu_{1}^{3}} t^{3}+\frac{3}{\mu_{1}^{2}}\left(\frac{3 \kappa_{1}^{3} \mu_{2}}{2 \mu_{1}^{2}}-\frac{2 \kappa_{1}^{2} \mu_{11}}{\mu_{1}}+\kappa_{1} \kappa_{2}\right) t^{2} \\
& +\frac{6}{\mu_{1}}\left(\frac{3 \kappa_{1}^{3} \mu_{2}^{2}}{2 \mu_{1}^{4}}-\frac{\kappa_{1}^{3} \mu_{3}}{2 \mu_{1}^{3}}-\frac{3 \kappa_{1}^{2} \mu_{11} \mu_{2}}{\mu_{1}^{3}}+\frac{\kappa_{1}^{2} \mu_{21}}{\mu_{1}^{2}}\right. \\
& \left.+\frac{\kappa_{1} \mu_{11}^{2}}{\mu_{1}^{2}}+\frac{\kappa_{3}}{6}-\frac{\kappa_{2} \mu_{11}}{2 \mu_{1}}+\frac{\kappa_{1} \kappa_{2} \mu_{2}}{\mu_{2}^{2}}-\frac{\kappa_{1} \mu_{12}}{2 \mu_{1}}\right) t \\
+ & \left(\frac{\kappa_{3} \mu_{2}}{2 \mu_{1}^{2}}+\frac{3 \kappa_{2} \mu_{21}}{2 \mu_{1}^{2}}-\frac{3 \kappa_{2} \mu_{2} \mu_{11}}{\mu_{1}^{3}}+\frac{9 \kappa_{1} \kappa_{2} \mu_{2}^{2}}{2 \mu_{1}^{4}}-\frac{2 \kappa_{1} \kappa_{2} \mu_{3}}{\mu_{1}^{3}}\right. \\
& +\frac{\kappa_{1} \mu_{22}}{2 \mu_{1}^{2}}-\frac{3 \kappa_{1} \mu_{2} \mu_{12}}{\mu_{1}^{3}}+\frac{3 \kappa_{1}^{3} \mu_{2}^{3}}{\mu_{1}^{6}}-\frac{3 \kappa_{1}^{3} \mu_{4}}{4 \mu_{1}^{4}}-\frac{18 \kappa_{1}^{2} \mu_{11} \mu_{2}^{2}}{\mu_{1}^{3}} \\
& \left.+\frac{6 \kappa_{1}^{2} \mu_{11} \mu_{3}}{\mu_{1}^{4}}+\frac{9 \kappa_{1}^{2} \mu_{21} \mu_{2}}{\mu_{1}^{4}}+\frac{9 \kappa_{1} \mu_{11}^{2} \mu_{2}}{\mu_{1}^{4}}-\frac{2 \kappa_{1}^{2} \mu_{31}}{\mu_{1}^{3}}-\frac{6 \kappa_{1} \mu_{11} \mu_{21}}{\mu_{1}^{3}}\right)
\end{aligned}
\]
\[
\begin{equation*}
+o(1) \quad \text { as } t \rightarrow \infty \tag{2.26}
\end{equation*}
\]
2.4. Evaluation of \(E[N(t)]^{3}\). If we let \(y_{i} \equiv 1\), then \(\kappa_{r}=E\left[y_{n}^{r}\right] \equiv 1\). Consequently equation (2.26) becomes:
\[
\begin{aligned}
E[N(t)+1]^{3} & =\frac{t^{3}}{\mu_{2}^{3}}+\frac{3 t^{2}}{\mu_{1}^{2}}\left[\frac{3 \mu_{2}}{2 \mu_{1}^{2}}-1\right] \\
& +\frac{6 t}{\mu_{1}}\left[\frac{3 \mu_{2}^{2}}{2 \mu_{1}^{4}}-\frac{\mu_{9}}{2 \mu_{1}^{3}}-\frac{\mu_{2}}{\mu_{1}^{2}}+\frac{1}{6}\right] \\
& +\left[\frac{\mu_{2}}{2 \mu_{1}^{2}}+\frac{27 \mu_{2}^{2}}{2 \mu_{1}^{4}}+\frac{2 \mu_{3}}{\mu_{1}^{3}}+\frac{3 \mu_{2}^{3}}{\mu_{2}^{6}}-\frac{3 \mu_{4}}{4 \mu_{2}^{4}}-\frac{18 \mu_{2}^{2}}{\mu_{1}^{4}}\right] \\
& +o(1) \text { as } t \rightarrow \infty .
\end{aligned}
\]

But as \(E[N(t)], E[N(t)]^{2}\) are already known (Smith [16]), then one can deduce \(E[N(t)]^{3}\) from (2.27), since \(E[N(t)+1]^{3}=E[N(t)]^{3}+3 E[N(t)]^{2}+3 E[N(t)]+1\). This small operation gives:
\[
\begin{align*}
E[N(t)]^{3} & =\frac{t^{3}}{\mu_{1}^{3}}+t^{2}\left[\frac{9}{2} \frac{\mu_{2}}{\mu_{2}^{4}}-\frac{6}{\mu_{1}^{3}}\right]+t\left[\frac{9 \mu_{2}^{2}}{\mu_{1}^{5}}-\frac{3 \mu_{3}}{\mu_{1}^{4}}-\frac{12 \mu_{2}}{\mu_{1}^{3}}+\frac{7}{\mu_{1}}\right] \\
& +\frac{14 \mu_{2} \mu_{1}^{6}-36 \mu_{2}^{3} \mu_{1}^{2}+16 \mu_{3} \mu_{1}^{3}+12 \mu_{2}^{3}-3 \mu_{4} \mu_{1}^{2}-4 \mu_{1}^{6}}{4 \mu_{1}^{6}} \\
& +o(1) \text { as } t \rightarrow \infty . \tag{2.28}
\end{align*}
\]
3. Expectation of a Product of Triple Summation

Murthy [14], gave an asymptotic expression for the covariance between \(\sum_{i=1}^{N(k)+1} y_{i}^{(j)}\) and \(\sum_{i=1}^{N(t)+1} y_{i}^{(k)}\), where \(y_{i}^{(j)}\) and \(y_{i}^{(k)}\) are the \(j\)-th and \(k\)-th components of the vector \(\mathcal{K}_{i}(n \times 1)\) and \(i=1,2, \ldots, N(t)+1\). From this covariance one can deduce \(E\left[\sum_{i=1}^{N(i)+1} y_{i}^{(j)} \sum_{i=1}^{N(t)+1} y_{i}^{(k)}\right]\).
\(\quad\) In our present case, we want to evaluate
\[
\begin{equation*}
E\left[\prod_{r=\{j, k, l\}} \sum_{i=1}^{N(t)+1} y_{i}^{(r)}\right]=E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(j)} \sum_{i=1}^{N(t)+1} y_{i}^{(k)} \sum_{i=1}^{N(l)+1} y_{i}^{(l)}\right] \tag{3.1}
\end{equation*}
\]
where \(y_{i}^{(j)}, y_{i}^{(k)}\) and \(y_{i}^{(\ell)}\) are the \(j-t h, k\)-th and \(\ell\)-th components of the random vector \(\boldsymbol{Y}_{i}(n \times 1)\).
We can interpret equation (3.1) as the three dimensional equation of Wald fundamental univariate equation which is given by:
\[
\begin{equation*}
E\left[\sum_{i=1}^{N(t)+1} y_{i}\right]=E\left[y_{2}\right] E[N(t)+1] \tag{3.2}
\end{equation*}
\]

To find equation (3.1) let us define:
\[
\begin{equation*}
y_{i}=y_{i}^{(j)}+y_{i}^{(k)}+y_{i}^{(\ell)} \tag{3.3}
\end{equation*}
\]
where \(\left\{y_{i}\right\}\) are independently and identically distributed random variables, since \(\left\{Y_{i}\right.\) ( \(\left.n \times 1\right\}\) are ii.d random vectors. Obviously the variables \(y_{i}^{(j)}, y_{i}^{(k)}\) and \(y_{i}^{(0)}\) are dependant in general.

It follows from equation (3.3) that
\[
\begin{align*}
& \sum_{i=1}^{N(t)+1} y_{i}=\sum_{i=1}^{N(t)+1} y_{i}^{(j)}+\sum_{i=1}^{N(t)+1} y_{i}^{(t)}+\sum_{i=1}^{N(t)+1} y_{i}^{(l)} \\
& \text { Then } E\left[\sum_{i=1}^{N(t)+1} y_{i}\right]^{3}=E\left[\sum_{i=1}^{N(k)+1} y_{i}^{(j)}\right]^{3}+E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(k)}\right]^{3} \\
& +E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(t)}\right]^{3}+3 E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(j)}\right)^{2 N(t)+1} \sum_{i=1}^{(k)} y_{i}\right] \\
& +3 E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(j)}\right)^{2 N(t)+1} \sum_{i=1}^{(l)} y_{i}\right] \\
& +3 E\left[\left(\sum_{i=1}^{N(k)+1} y_{i}^{(k)}\right)^{2 N(\ell)+1} \sum_{i=1}^{(j)} y_{i}\right] \\
& +3 E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(t)}\right)^{2} \sum_{i=1}^{N(t)+1} y_{i}^{(t)}\right] \\
& +3 E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(l)}\right)^{2} \sum_{i=1}^{N(t)+1} y_{i}^{(t)}\right] \\
& +3 E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(l)}\right)^{2 N(t)+1} \sum_{i=1}^{(j)} y_{i}\right] \\
& +6 E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(j)} \sum_{i=1}^{N(t)+1} y_{i}^{(k)} \sum_{i=1}^{N(t)+1} y_{i}^{(l)}\right] \tag{3.4}
\end{align*}
\]
3.1. Necessary Steps to Evaluate \(E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(j)} \sum_{i=1}^{N(t)+1} y_{i}^{(k)} \sum_{i=1}^{N(t)+1} y_{i}^{(t)}\right]\).

Since \(E\left[\sum_{i=1}^{N(t)+1} y_{i}\right]^{3}, E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(j)}\right]^{3}, E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(k)}\right]^{3}\) and \(E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(l)}\right]^{\frac{1}{3}}\) can be evaluated by the result of equation (2.26) and computing the appropriate coeffients appearing in that formula, then to be able to evaluate \(E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(j)} \sum_{i=1}^{N(t)+1} y_{i}^{(k)} \sum_{i=1}^{N(t)+1} y_{i}^{(\ell)}\right]\), we have to lnow the following

\section*{expressions:}
- \(E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(j)}\right)^{2 N(t)+1} \sum_{i=1}^{(k)} y_{i}\right]\) and \(E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(t)}\right)^{2 N(t)+1} \sum_{i=1}^{(j)} y_{i}^{(j)}\right]\)
- \(E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(j)}\right)^{2 N(t)+1} \sum_{i=1}^{(l)} y_{i}\right]\) and \(E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(l)}\right)^{2 N(t)+1} \sum_{i=1}^{(j)} y_{i}\right]\)
- \(E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(k)}\right)^{2 N(t)+1} \sum_{i=1}^{(l)} y_{i}\right.\) and \(E\left[\left(\sum_{i=1}^{N(l)+1} y_{i}^{(l)}\right)^{2 N(t)+1} \sum_{i=1}^{(k)} y_{i}\right.\)

For this end, let us define the following auxiliary random variables:
\[
\begin{align*}
y_{i}^{*} & =y_{i}^{(j)}+y_{i}^{(k)}  \tag{3.8}\\
y_{i}^{* *} & =y_{i}^{(j)}+y_{i}^{(\ell)} \\
y_{i}^{*+*} & =y_{i}^{(k)}+y_{i}^{(l)}
\end{align*}
\]

With these definitions, we can find (3.5), (3.6) and (3.7). Indeed, we have:
- \(\quad E\left[\sum_{i=1}^{N(t)+1} y_{i}^{*}\right]^{3}-E\left[\sum_{i=1}^{N(i)+1} y_{i}^{(j)}\right]^{3}-E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(k)}\right]^{3}\)
\(=3 E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(j)}\right)^{2} \sum_{i=1}^{N(t)+1} y_{i}^{(t)}\right]+3 E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(t)}\right)^{2 N(t)+1} \sum_{i=1}^{(j)} y_{i}\right]\)
- \(E\left[\sum_{i=1}^{N(z)+1} y_{i}^{* *}\right]^{3}-E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(j)}\right]^{3}-E\left[\sum_{i=1}^{N(z)+1} y_{i}^{(l)}\right]^{3}\)
\[
\begin{equation*}
=3 E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(j)}\right)^{2} \sum_{i=1}^{N(t)+1} y_{i}^{(\ell)}\right]+3 E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(\ell)}\right)^{2 N(t)+1} \sum_{i=1}^{(j)} y_{i}\right] \tag{3.12}
\end{equation*}
\]
- \(E\left[\sum_{i=1}^{N(\ell)+1} y_{i}^{e-\alpha}\right]^{3}-E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(k)}\right]^{3}-E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(e)}\right]^{3}\)
\(=3 E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(k)}\right)^{2 N(t)+1} \sum_{i=1}^{(l)} y_{i}\right]+3 E\left[\left(\sum_{i=1}^{N(t)+1} y_{i}^{(l)}\right)^{2 N(t)+1} \sum_{i=1}^{(k)} y_{i}\right]\)

Therefore using equations (3.4), (3.11), (3.12) and (3.13), we obtain after simplification:
\[
\begin{align*}
& E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(t)} \sum_{i=1}^{N(t)+1} y_{i}^{(k)} \sum_{i=1}^{N(t)+1} y_{i}^{(l)}\right] \\
& \quad=(1 / 6)\left\{E\left[\sum_{i=1}^{N(t)+1} y_{i}\right]^{3}-E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(0}\right]^{3}-E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(0-}\right]^{3}\right. \\
& \\
& -E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(0-6}\right]^{3}+E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(j)}\right]^{3}+E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(k)}\right]^{3}  \tag{3.14}\\
& \\
& \left.+E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(l)}\right]^{3}\right\}
\end{align*}
\]
3.2. Evaluation of Equation (3.14).

In this section, we shall compute the appropriate coefficients of \(t^{3}, t^{2}, t^{2}\) and \(t^{0}\) appearing in formula (2.26) for each expectation involved in equation (3.14). To simplify the notation in the following cases which consist in the computation of those coeffeients, let us introduce this notation:
\[
\begin{equation*}
\mu_{a \beta e 7}=E\left(\left[y_{1}^{(i)}\right]^{\alpha}\left[y_{i}^{(k)}\right]^{\beta}\left[y_{i}^{(e)}\right]^{\varepsilon} t_{i}^{\gamma}\right) \tag{3.15}
\end{equation*}
\]

We are now ready to compute those coefficients for each of the following cases:
3.2.1. The Case of \(E\left[\sum_{i=1}^{N(t)+1} y_{i}\right]^{3}\).

Since \(y_{i}=y_{i}^{(j)}+y_{i}^{(k)}+y_{i}^{(0)}\), then
(1) \(\kappa_{1}=E\left[y_{1}\right]=\mu_{1000}+\mu_{0100}+\mu_{0010}\)
(2) \(] \kappa_{2}=E\left[y_{2}^{2}\right]=\mu_{2000}+\mu_{0200}+\mu_{0020}+2 \mu_{1200}+2 \mu_{0120}+2 \mu_{1010}\)
(3) \(\mu_{21}=E\left[t_{1}^{2} y_{i}\right]=\mu_{1002}+\mu_{0102}+\mu_{0012}\)
(4) \(\mu_{12}=E\left[t_{i} y_{i}\right]=\mu_{1001}+\mu_{0101}+\mu_{0011}\)
(5) \(\kappa_{3}=E\left[y_{i}^{3}\right]=\mu_{3000}+\mu_{0300}+\mu_{0030}+3 \mu_{2100}+3 \mu_{2010}+3 \mu_{1200}\) \(+3 \mu_{0210}+3 \mu_{0120}+3 \mu_{1020}+6 \mu_{1110}\)
(6) \(\mu_{12}=E\left[t_{i} y_{i}^{2}\right]=\mu_{2001}+\mu_{0201}+\mu_{0021}+2 \mu_{1101}+2 \mu_{0111}+2 \mu_{1011}\)
(7) \(\mu_{22}=E\left[t_{1}^{2} y_{1}^{2}\right]=\mu_{2002}+\mu_{0202}+\mu_{0022}+2 \mu_{2102}+2 \mu_{0122}+2 \mu_{1022}\)
(8) \(\mu_{31}=E\left[{ }_{3}^{3} y_{i}\right]=\mu_{1003}+\mu_{0103}+\mu_{0013}\)
3.2.2. The Case of \(E\left[\sum_{i=1}^{N(l)+1} y_{i}^{(j)}\right]^{3}\).
(1) \(\kappa_{1}=E\left[y_{i}^{(j)}\right]=\mu_{1000}\)
(2) \(\kappa_{2}=E\left[y_{i}^{(j)}\right]^{2}=\mu_{2000}\)
(3) \(\mu_{21}=E\left[\left[_{i}^{2} y_{i}^{(i)}\right]=\mu_{1002}\right.\)
(4) \(\mu_{11}=E\left[t_{i} y_{i}^{(j)}\right]=\mu_{1001}\)
(5) \(\kappa_{3}=E\left[y_{1}^{(5)}\right]^{3}=\mu_{5000}\)
(6) \(\mu_{12}=E\left[t_{i}\left(y_{i}^{(5)}\right)^{2}\right]=\mu_{2002}\)
(7) \(\mu_{22}=E\left[t_{1}^{2}\left(y_{i}^{(3)}\right)^{2}\right]=\mu_{2002}\)
(8) \(\mu_{31}=E\left[t_{2}^{3} y_{1}^{(5)}\right]=\mu_{1003}\)
(8) \(\mu_{31}=E\left[\left[_{1} y_{i}\right]=\mu_{3}=03\right.\)
3.2.3. The Case of \(E\left[\sum_{i=1}^{N(t)+1} y_{i}(k)\right]^{3}\).
(1) \(\kappa_{1}=E\left[y_{1}^{(k)}\right]=\mu_{0100}\)
(2) \(\kappa_{2}=E\left(y_{i}^{(k)}\right]^{2}=\mu_{0000}\)
(3) \(\mu_{21}=E\left[t_{2}^{2} \sum_{i}^{(2)}\right]=\mu_{0,002}\)
(4) \(\mu_{11}=E\left[t_{4} i_{i}^{(k)}\right]=\mu_{0,01}\)
(5) \(\kappa_{3}=E\left[y_{i}^{(k)}\right]^{3}=\mu_{0000}\)
(6) \(\mu_{12}=E\left[t_{i}\left(y_{i}^{(k)}\right)^{2}\right]=\mu_{0001}\)
(7) \(\mu_{22}=E\left[t_{i}^{2}\left(y_{i}^{(k)}\right)^{2}\right]=\mu_{020}\)
(8) \(\mu_{32}=E\left[t_{i}^{9} y_{3}^{(k)}\right]=\mu_{0103}\)
(8) \(\mu_{31}=E\left[t_{1} y_{i}\right)=\mu_{0103}^{1(1)}\)
3.24. The Case of \(E\left[\sum_{i=1}^{N(t)-1} y_{i}^{(0)}\right]^{3}\).
(1) \(\kappa_{1}=E\left[y_{1}^{(C)}\right]=\mu_{0010}\)
(2) \(\kappa_{2}=E\left[y_{i}^{(2)}\right]^{2}=\mu_{0020}\)
(3) \(\mu_{21}=E\left[t_{1}^{2} y_{1}^{\left.()_{1}\right)}\right]=\mu_{0082}\)
(4) \(\mu_{11}=E\left[t_{4} i_{i}^{(0)}\right]=\mu_{00012}\)
(5) \(\kappa_{3}=E\left[y_{1}^{(\Omega)}\right]^{3}=\mu_{0030}\)
(6) \(\mu_{22}=E\left[t_{i}\left(y_{i}^{(1)}\right)^{2}\right]=\mu_{0021}\)
(7) \(\mu_{22}=E\left[t_{1}^{2}\left(y_{i}^{(i)}\right)^{2}\right]=\mu_{0022}\)
(8) \(\mu_{31}=E\left[t_{1}^{\mathrm{T}} y_{1}^{\left({ }^{(i)}\right)}\right]=\mu_{0013}\)
3.2.5. The Case of \(E\left[\sum_{i=1}^{N(t)+1} y_{i}\right]^{3}\).

Siace \(y_{i}^{*}=y_{i}^{(j)}+y_{i}^{(k)}\), then
(1) \(\kappa_{1}=E\left[y_{1} ;\right]=\mu_{1000}+\mu_{0100}\)
(2) \(\kappa_{2}=E[y ;]^{2}=\mu_{2000}+\mu_{0200}+2 \mu_{1100}\)
(3) \(\mu_{21}=E\left[t_{0}^{3} y_{i}^{-}\right]=\mu_{2002}+\mu_{0102}\)
(4) \(\mu_{11}=E\left[t_{i} y_{i}\right]=\mu_{2001}+\mu_{0101}\)
(5) \(\kappa_{3}=E\left[y_{i}\right]^{3}=\mu_{3000}+\mu_{0000}+3 \mu_{2200}+3 \mu_{1200}\)
(6) \(\mu_{12}=E\left[t_{1}\left(y_{1}^{*}\right)^{2}\right]=\mu_{2002}+\mu_{02021}+2 \mu_{1201}\)
(7) \(\mu_{22}=E\left[t_{i}^{2}\left(y_{i}\right)^{2}\right]=\mu_{2002}+\mu_{02022}+2 \mu_{102}\)
(8) \(\mu_{31}=E\left[t_{2}^{3} y_{i}\right]=\mu_{2003}+\mu_{000}\)
32.6. The Case of \(E\left[\sum_{i=1}^{N(\ell)+2} y_{i}^{-e}\right]^{3}\).

Recall that \(y_{i}^{\infty}=y_{i}^{(j)}+y_{i}^{(0)}\), then
(1) \(\kappa_{2}=E\left[y_{i}^{-}\right]=\mu_{1000}+\mu_{0030}\)
(2) \(\kappa_{2}=E\left[y_{i}^{\circ-]^{2}}=\mu_{2000}+\mu_{00000}+2 \mu_{1010}\right.\)
(3) \(\mu_{21}=E\left[t_{i}^{2} y_{i}^{*-}\right]=\mu_{3002}+\mu_{0012}\)
(4) \(\mu_{11}=E\left[t_{i} y_{i}^{*-}\right]=\mu_{1001}+\mu_{0011}\)
(5) \(\kappa_{3}=E\left[y_{i}^{0-}\right]^{3}=\mu_{3000}+\mu_{0030}+3 \mu_{2010}+3 \mu_{2000}\)
(6) \(\mu_{12}=E\left[t_{i}\left(y_{i}^{\prime-}\right)^{2}\right]=\mu_{2002}+\mu_{0022}+2 \mu_{1012}\)
(7) \(\mu_{22}=E\left[t_{1}^{2}\left(y_{i}^{*-}\right)^{2}\right]=\mu_{2002}+\mu_{0022}+2 \mu_{1012}\)
(8) \(\mu_{31}=E\left[t_{2}^{3} y_{i}^{* *}\right]=\mu_{1003}+\mu_{0013}\)
3.2.7. The Case of \(E\left[\sum_{i=1}^{N(\xi)+1} y_{i}^{c o}\right]^{3}\).

Remember that \(y_{i}^{-0}=y_{i}^{(k)}+y_{i}^{(k)}\), then
(1) \(\kappa_{1}=E\left[y_{i}^{*-0}\right]=\mu_{0100}+\mu_{0010}\)
(2) \(\kappa_{2}=E\left[y_{i}^{\prime 2-0}\right]^{2}=\mu_{0200}+\mu_{0020}+2 \mu_{0110}\)
(3) \(\mu_{21}=E\left[t_{1}^{2} y_{i}^{*-*}\right]=\mu_{0102}+\mu_{0022}\)
(4) \(\mu_{11}=E\left[t_{i} y_{i}^{*-\cdots}\right]=\mu_{0101}+\mu_{0012}\)
(5) \(\kappa_{3}=E\left[y_{i}^{\sim-}\right]^{3}=\mu_{0300}+\mu_{0030}+3 \mu_{0210}+3 \mu_{0120}\)
(6) \(\mu_{12}=E\left[t_{i}\left(y_{i}^{*-}\right)^{2}\right]=\mu_{0201}+\mu_{0021}+2 \mu_{0112}\)
(7) \(\mu_{22}=E\left[t_{i}^{2}\left(y_{i}^{\cdots \cdots}\right)^{2}\right]=\mu_{0202}+\mu_{0022}+2 \mu_{0112}\)
(8) \(\mu_{31}=E\left[t_{1}^{3} y_{i}^{*-*}\right]=\mu_{0103}+\mu_{0013}\)

Note that \(\mu_{1}=E\left[t_{i}\right]=\mu_{0001}, \mu_{2}=E\left[t_{i}^{2}\right]=\mu_{0002}, \mu_{2}=E\left[t_{1}^{3}\right]=\mu_{0003}\) and \(\mu_{4}=E\left[t_{i}^{4}\right]=\mu_{0004}\) are the same for the cases 3.2 .1 to 3.2.7.
3.3. Asymptotic Expression for \(E\left[\sum_{i=1}^{N(t)+1} y_{i}^{(j)} \sum_{i=1}^{N(t)+1} y_{i}^{(k)} \sum_{i=1}^{N(t)+1} y_{i}^{(2)}\right]\).

By applying the result of equation (2.26) on each term appearing in equation (3.14), with the corresponding coefficients as computed in steps 3.2.1 to 3.2.7, we obtain after simplification the
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4.4 BREE STUDY OF E \([N(t)]^{k}\)
\(+3 \rho^{4} \mu_{1000} \mu_{0010} \mu_{0102} \mu_{0002}+3 \rho^{4} \mu_{1000} \mu_{0101} \mu_{0011} \mu_{0002}\)
\(+3 \rho^{4} \mu_{0100} \mu_{1001} \mu_{0012} \mu_{0002}+3 \rho^{4} \mu_{0002} \mu_{1001} \mu_{0102}\)
\(+2 \Phi_{2} \mu_{1000} \mu_{0120}+2 \Phi_{2} \mu_{0100} \mu_{2010}+2 \Phi_{1} \mu_{0010} \mu_{1100}\)
\(-2 \Phi_{2 \mu_{2000} \mu_{0100} \mu_{0012}-2 \Phi_{2} \mu_{1000} \mu_{0010} \mu_{0101}, ~}^{2}\)
\(\left.-2 \Phi_{2} \mu_{0100} \mu_{0020} \mu_{1001}+3 \Phi_{3} \mu_{1000} \mu_{0100} \mu_{0010}\right\}\)
\(+o(1)\) as \(t \rightarrow \infty\)
where:
\[
\left\{\begin{array}{l}
\bullet \rho=\frac{1}{\mu_{0002}}  \tag{3.16}\\
\cdot \Phi_{1}=\frac{9 \mu_{0002}^{2}-4 \mu_{0001} \mu_{0003}}{12 \mu_{0001}^{4}} \\
\cdot \Phi_{2}=\frac{3 \mu_{0002}^{2}-\mu_{0002} \mu_{00023}}{\mu_{0001}^{5}} \\
\bullet \Phi_{3}=\frac{4 \mu_{0002}^{3}-\mu_{0004} \mu_{0002}^{2}}{4 \mu_{0001}^{6}}
\end{array}\right.
\]
\[
\text { - } \mu_{a \beta c \gamma}=E\left(\left[y_{i}^{(i)}\right]^{\alpha}\left[y_{i}^{(k)}\right]^{\rho}\left[y_{i}^{(\ell)}\right]^{\varepsilon} t_{i}^{\gamma}\right)
\]

It is appropriate to explain how we obtained the coefficient of \(t^{3}\) in equation (3.16), since those of \(t^{2}, t^{1}\) and \(t^{0}\) are obtained using the same idea. The coefficient of \(t^{3}\) is obtained \(\geqslant\) follows:
\[
\rho^{3}\left[\left(\mu_{1000}+\mu_{0100}+\mu_{0010}\right)^{3}-\left(\mu_{1000}+\mu_{0100}\right)^{3}\right.
\]
\(-\left(\mu_{1000}+\mu_{0010}\right)^{3}-\left(\mu_{0100}+\mu_{0010}\right)^{3}\)
\(\left.+\mu_{1000}^{3}+\mu_{0100}^{3}+\mu_{0010}^{3}\right] / 6\)
\(=\rho^{3} \mu_{1000} \mu_{0100} \mu_{0020}\)
4. Brief Study of \(E[N(t)]^{k}\)

Let \(N(t)\) be a renewal process with \(F(x)\) as its associated distribution function, then it follows from problems 16 and 17 page 233 in Karlin \& Taylor [7], that \(E[N(t)]^{k}=m_{k}(t)\) satisfies the
following renewal equation
\[
\begin{align*}
m_{k}(t) & =Z_{k}(t)+\int_{0}^{t} m_{k}(t-\tau) d F(\tau)  \tag{4.1}\\
\text { where } \quad Z_{k}(t) & =\int_{0}^{t} \sum_{j=0}^{k-1}\binom{k}{j} m_{j}(t-\tau) d F(\tau)  \tag{4.2}\\
\text { or } \quad Z_{k}(t) & =(-1)^{k-1} F(t)+(-1)^{k} \sum_{j=1}^{k-1}(-1)^{j+1}\binom{k}{j} m_{j}(t) \tag{4.3}
\end{align*}
\]
4.1. Integral Equation for \(E[N(t)]^{k}\). For this purpose, we state the following Lemma Lemma 4.1. Let \(N(t)\) be a renewal process then \(E[N(t)]^{k}\) satisfies the following integral equation
\[
\begin{equation*}
E[N(t)]^{k}=m_{1}(t)+\int_{0}^{t} \sum_{j=1}^{k-1}\binom{k}{j} m_{j}(t-\tau) d m_{2}(\tau) \tag{4.4}
\end{equation*}
\]

Proof. We show the lemma by induction. It follows from theorem 5.1 in Karlin \& Taylor [7] page 191, that
\[
\begin{equation*}
m_{k}(t)=Z_{k}(t)+\int_{0}^{t} Z_{k}(t-\tau) d m_{1}(\tau) \tag{4.5}
\end{equation*}
\]

By substituting (4.3) in (4.5) results in
\[
\begin{align*}
m_{k}(t)= & (-1)^{k-1} F(t)+(-1)^{k} \sum_{j=1}^{k-1}(-1)^{j+1}\binom{k}{j} m_{j}(t) \\
& +\int_{0}^{t}(-1)^{k-1} F(t-\tau) d m_{1}(\tau) \\
& +\int_{0}^{t}(-1)^{k} \sum_{j=1}^{k-1}(-1)^{j+1}\binom{k}{j} m_{j}(t-\tau) d m_{1}(\tau) \\
= & (-1)^{k-1} m_{1}(t)+(-1)^{k}\left[(-1)^{2}\binom{k}{1}\left\{m_{1}(t)+\int_{0}^{t} m_{1}(t-\tau) d m_{1}(\tau)\right\}\right. \\
& \left.+\cdots+(-1)^{k}\binom{k}{k-1}\left\{m_{k-1}(t)+\int_{0}^{i} m_{k-1}(t-\tau) d m_{1}(\tau)\right\}\right] \tag{4.7}
\end{align*}
\]

\section*{44 BRIEF STUDY OF \(E[N(t)]^{*}\)}

\section*{Using the induction principle, equation (4.7) can be written as:}
\[
\begin{align*}
m_{k}(t)= & (-1)^{k-1} m_{1}(t)+m_{1}(t)\left\{( - 1 ) ^ { k } \left((-1)^{2}\binom{k}{1}\right.\right. \\
& \left.\left.+\cdots+(-1)^{k}\binom{k}{k-1}\right)\right\} \\
& +(-1)^{k}\left[(-1)^{2}\binom{k}{k-1} \int_{0}^{t} m_{1}(t-\tau) d m_{1}(\tau)\right. \\
& +(-1)^{3}\binom{k}{k-2}\left\{2 \int_{0}^{t} m_{1}(t-\tau) d m_{1}(\tau)+\int_{0}^{t} m_{2}(t-\tau) d m_{1}(\tau)\right\} \\
& +\cdots+(-1)^{k}\binom{k}{k-1}\left\{\int_{0}^{k} \sum_{j=1}^{k-2}\binom{k-1}{j} m_{j}(t-\tau) d m_{1}(\tau)\right. \\
& \left.\left.+\int_{0}^{t} m_{k-1}(t-\tau) d m_{1}(\tau)\right\}\right] \tag{4.8}
\end{align*}
\]

From (4.8) we have \(\binom{k}{k-1}\) of \(\int_{0}^{2} m_{1}(t-\tau) d m_{1}(\tau)\) and in general there is \((-1)^{k+1} \sum_{l=0}^{k-1}(-1)^{l}\binom{k}{j}\binom{l}{j}\) of \(\int_{0}^{l} m_{j}(t-\tau) d m_{1}(\tau) \quad \forall j \geq 1\).

By using equation (34) page 63 of Knuth [9], we obtain
\[
\begin{equation*}
(-1)^{k+1} \sum_{\ell=0}^{k-2}(-1)^{\ell}\binom{k}{\ell}\binom{\ell}{j}=\binom{k}{j} \tag{4.9}
\end{equation*}
\]

Also from Abramowitz \& Stegun [1] we have
\[
\begin{equation*}
1-\binom{k}{1}+\binom{k}{2}-\cdots+(-1)^{k}\binom{k}{k}=0 \tag{4.10}
\end{equation*}
\]

Applying (4.9) and (4.10) in (4.8), lemma 4.1 follows at once.
4.2. Laplace Transform of the Integral Equation (4.4). Taking the Laplace transform of (4.4) for \(k=2\), Smith [16] found
\[
\begin{equation*}
m_{2}^{*}(s)=\int_{0}^{\infty} e^{-s t} m_{2}(t) d t=\frac{F^{*}(s)}{s\left(1-F^{*}(s)\right)}+\frac{2\left(F^{*}(s)\right)^{2}}{s\left(1-F^{*}(s)\right)^{2}} \tag{4.11}
\end{equation*}
\]
where \(F^{-}(s)\) is Laplace-Stieltjes transform of \(F(t)\), given by Smith [17]:
\[
\begin{equation*}
F^{-}(s)=1-\mu_{1} s+\frac{\mu_{2} s^{2}}{2!}+\cdots+\frac{(-s)^{n} \mu_{n}}{n!}+o\left(s^{n}\right) \tag{4.12}
\end{equation*}
\]

In fact
\[
\begin{equation*}
m_{2}^{-}(s)=\frac{1}{s} \sum_{r \geq 1}^{\infty} r^{2}\left[\left(F^{-}(s)\right)^{r}-\left(F^{*}(s)\right)^{r+1}\right] \tag{4.13}
\end{equation*}
\]

In general we have
\[
\begin{align*}
& m_{k}^{-}(s)=\frac{1}{s} \sum_{r \geq 1}^{\infty} r^{k}\left[\left(F^{-}(s)\right)^{r}-\left(F^{-}(s)\right)^{r+2}\right]  \tag{4.14}\\
& m_{k}^{-}(s)=\frac{\left(1-F^{*}(s)\right)}{s} \sum_{r \geq 1}^{\infty} r^{k}\left(F^{-}(s)\right)^{r} \tag{4.15}
\end{align*}
\]

From theorem F page 245 of Comtet [6], which states that for each integer \(k \geq 0\)
\[
\begin{equation*}
\sum_{r \geq 0}^{\infty} r^{k} x^{r}=\frac{\sum_{j=1}^{k} A(k, j) x^{i}}{(1-x)^{k+1}} \tag{4.16}
\end{equation*}
\]

Then
\[
\begin{equation*}
m_{k}^{-}(s)=\frac{\sum_{j=1}^{k} A(k, j)\left(F^{*}(s)\right)^{j}}{s\left(1-F^{*}(s)\right)^{k}} \tag{4.17}
\end{equation*}
\]
where \(A(k, j)\) are the Eulerian numbers, see e.g. Kimber [8].
Also note that from Abramowitz \& Stegun [1] page 825, one has:
\[
\begin{equation*}
\sum_{k \geq 0}^{n} k^{m} x^{k}=\sum_{j=0}^{m} S(m, j) x^{j} \frac{\partial^{j}}{\partial x^{j}}\left\{\frac{1-x^{n+1}}{1-x}\right\} \tag{4.18}
\end{equation*}
\]
where \(S(n, m)\) are Stirling numbers of the second kind.
By applying equation (4.18), it can be easily shown that:
\[
\begin{equation*}
m_{k}^{-}(s)=\sum_{j=0}^{k} \frac{j!S(k, j)}{s}\left(\frac{F^{*}(s)}{1-F^{*}(s)}\right)^{j} \tag{4.19}
\end{equation*}
\]

Consequently we derive from (4.19):
\[
\begin{equation*}
m_{k}^{*}(s)=\frac{\sum_{j=1}^{k}(F(s))^{j} \sum_{\ell=0}^{j-2}(-1)^{\ell} j!S(k, j-\ell)\binom{k-j+\ell}{\ell}}{s\left(1-F^{\cdot}(s)\right)^{k}} \tag{4.20}
\end{equation*}
\]

\section*{Finally, it can be shown that:}
\[
\begin{align*}
m_{k}^{*}(s) & =\frac{\left(1-F^{*}(s)\right)}{s} m_{k}(s)  \tag{4.21}\\
\text { where } m_{k}(s) & =\left(\frac{F^{*}(s)}{\frac{\partial F^{*}(s)}{\delta s}}\right)\left(\frac{\partial m_{k-3}(s)}{\partial s}\right) \\
\text { or } m_{k}(s) & =F^{*}(s)+2^{k}\left(F^{*}(s)\right)^{2}+3^{k}\left(F^{*}(s)\right)^{3}+\ldots
\end{align*}
\]
5. Conclusion

As we observe, the method elaborated here, which is based on the characteristic function and the linearization technique for evaluating \(E\left[\sum_{i=1}^{N(t)+1} X_{i} \sum_{i=1}^{N(t)+1} Y_{i} \sum_{i=1}^{N(t)+1} z_{i}\right]\), is computationally very tedious. Such method is not efficient for higher moments.

Thus in our forthcoming papers [2] and [3], entitled "On the Moments of Randomly Stopped Cumulative Processes: The Cases \(N(t)\) and \(N(t)+1^{\prime \prime}\), which are respectively Chapter 2 and Chapter 3, we develop a new approach for evaluating the expectation of a product of \(n\) distinct cumulative processes. While computations remain complex, the new approach has the merit of making them much more systematic.
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\section*{CHAPTER 5}

\section*{Stochastic Optimal Control Under Poisson Distributed} Observations

\section*{1. Introduction}

The optimal control of a partial observed stochastic system which evolves according to an Ito stochastic state system is well-known (Bagchi [1], Fleming and Rishel [5]). However, the optimal control of such continuous time systems, where the time domain is decomposed into a finite set of disjoint random intervals, where observations are taken at the initial instant of each interval, has not been carried out.

This optimal control problem is well motivated by potential applications to problems such as reservoir control. Consider \& controller of a stochastic system, which may be taken to be observed at random times with a fixed total number of observations instants. This set may be regarded as a fund of observation actions which have been payed before the control exercise begins.

The inter-observation intervals will be taken to be generated by a sequence of i.i.d. \(\mathbf{R}^{+}\)-valued random variables, i.e. the point process of observation times is a general independent increment process, and in particular, it will be given by the special case where the observations instants are Poisson distributed.

This chapter is organized as follows. In Section 2, we formulate two classes of optimal control problems, termed (piecewise) time invariant and time variant control, where the central issue is the control structure in each case. In Sections 3 and 4, we present in details the solution in the (piecewise) time invariant case, where the observation time instants are respectively a stochastic process with independent increments and Poisson distributed. In Section 5, we present the time variant case, where the mean time between observation instants is exponentially distributed in its parameter \(\lambda\). A stochastic dynamic programming framework is used fr-the solution of these optimal control problems.

\section*{2. Problem Statement}

We consider a stochastic system evolving according to the following time-invariant Ito stochastic state equation
\[
\begin{equation*}
d X(t)=A X(t) d t+B U(t) d t+G d W(t) \tag{2.1}
\end{equation*}
\]
where \(X\) and \(U\) are respectively vector state and control processes with dimensions \(d \times 1\) and \(p \times 1\); while \(A(d \times d), B(d \times p)\) and \(G(d \times m)\) are respectively plant, control and disturbance distribution matrices. \(W\) is a normalized zero mean standard vector \((m \times 1)\) Brownian motion.

We decompose the time domain of the continuons equation in (2.1) by taking a finite number \(N\) of point observations at times \(t_{i}\), where \(t=\left\{t_{i}, i \geq 0\right\}\) is a stochastic process with independent increments, and we set \(f_{0}=0\).

Following this process of decomposition of the time domain into a finite set of \(N\) disjoint random intervals \(\left[t_{i}, t_{i+1}\right)\) for \(0 \leq i \leq N-1\); we associate on each interval a state space system equations with complete initial state observation, defined as follows:
\[
\begin{align*}
d X(t) & =A X(t) d t+B U(t) d t+G d W(t)  \tag{2.2a}\\
X\left(t_{i}\right) & =I . C . \text { (initial conditions) } \\
Z\left(t_{i}\right) & =X\left(t_{i}\right) \text { for } t_{i} \leq t<t_{i+1} \text { and } 0 \leq i<N . \tag{2.2b}
\end{align*}
\]

As \(X(t)\) is a Markov process, it is known (Feller [4], Stam [10]), that the derived process \(Z\left(t_{1}\right)\) is a Markov process. This fact will be used in the stochastic dynamic programming procedure (Caines [2], Davis [3], Fleming and Rishel [5]), and employed in the solution of the stochastic optimization problems in the following sections. We consider in sections \((3,4)\) and 5 two optimization consrol problems which we term time invariant control (piecewise-constant control), and time variant control problems respectively.

The objective in both cases is to construct a control law that satisfies the linear stochastic control system and minimizes the quadratic expected cost functional specified further down in (2.3) - (2.5) and (2.6) - (2.8).

The central issue of interest in the specification and solution of these problems is the particular information and control structure in each case; this will be clearly specified below for both control problems.

For notational convenience, we shall consider that conditioning on \(X\left(t_{i}\right)\) corresponds in fact to the conditioning of both \(X\left(t_{i}\right)\) and \(t_{i}\). This telescoping technique of conditioning is used in the stochastic dynamic programming framework since \(X\left(t_{i}\right)\) is of a Markovian nature.
```

$J\left(X\left(t_{0}\right)\right)=\min _{U \min _{p I}} E_{W \pm I}\left[\int_{\varepsilon_{0}}^{t_{N}}\left(X^{\prime}(t) C X(t)+U^{\prime}\left(\lfloor X\rfloor_{z}\right) D U\left(\lfloor X\rfloor_{\varepsilon}\right)\right) d t\right]$(23)

$$
=\min _{U \sim u_{r s}} E_{W}\left[\sum_{i=0}^{N-1} E_{E_{t+1}}\left\{\int_{4}^{\ell_{i+1}}\left(X^{\prime}(t) C X(t)+U^{\prime}\left(\lfloor X\rfloor_{t}\right) D U\left([X\rfloor_{t}\right)\right] d t \mid X\left(t_{i}\right)\right\}\right]
$$

```
which is associated with the following dynamics
\[
\begin{equation*}
d X(t)=A X(t) d t+B U\left(|X|_{t}\right) d t+G d W(t) \tag{2.5}
\end{equation*}
\]

\section*{where}
\(U\left(l X J_{t}\right) \equiv U\left(X\left(t_{i}\right)\right)<U_{P I}\) for \(t_{i} \leq t<t_{i+1}\).
\(U_{P I}\) is the class of admissible control laws (i.e. bounded or contained within a certain region), associated with this problem.
\(U(\cdot): \mathbf{R}^{\boldsymbol{d}} \rightarrow \mathbf{R}^{p}\), where \(U(\cdot)\) is Borel measurable, with respect to the \(\sigma\)-feld
\(F\left\{X\left(t_{i}\right)\right\}\), on each interval \(\left[t_{1}, t_{i+1}\right)\).
\(C(d \times d), D(p \times p)\) are symmetric and respectively positive definite and positive semi-definite matrices.
\(\left\{\cdot \mid X\left(t_{i}\right)\right\}\) corresponds to \(\left\{\cdot \mid X\left(t_{i}\right), t_{i}\right\}\) for short.
See the Appendix for details about equations (2.3) to (2.4).
Problem 2: Time Variant Control
\[
\begin{aligned}
& =\min _{U \subset \mu_{T v}} E_{W}\left[\sum_{i=0}^{N-2} E_{E_{i+1}}\left\{\int_{t_{0}}^{t_{i+2}}\left(X^{\prime}(t) C X(t)+U^{\prime}\left(t,\left[X \jmath_{\imath}\right) D U\left(t,[X\rfloor_{t}\right)\right) d t \mid X\left(t_{i}\right)\right\}\right] \quad\right. \text { (2.T }
\end{aligned}
\]
which is associated with the following dynamics
\[
\begin{equation*}
d X(t)=A X(t) d t+B U\left(t,\lfloor X\rfloor_{2}\right) d t+G d W(t) \tag{2.8}
\end{equation*}
\]
where
\(U\left(t,[X]_{t}\right) \equiv U\left(t, X\left(t_{i}\right)\right) \subset u_{T V}\) for \(t_{i} \leq t<t_{i+1}\).
\(U_{T V}\) is the class of admissible control laws associated with this problem.
\(U(\cdot, \cdot): \mathbf{R} \times \mathbf{R}^{d} \rightarrow \mathbf{R}^{\boldsymbol{p}}\), where \(U(\cdot, \cdot)\) is jointly Borel measurable, with respect to the \(\sigma\)-field \(\mathcal{F}\left\{t, X\left(t_{i}\right)\right\}\), on each interval \(\left[t_{i}, t_{i+1}\right)\).
5.3 OPTMMAL (PIECEWISE) TME DNVARIANT CONTROL: \(\left\{\ell_{i}\right\}\) AN II PROCESS

For the (piecewise-constant) time invariant contral problem, we consider first the \(t_{i}\) 's as a stochastic process with independent increments (termed an II process). For this problem, the class of admissible control laws is \(U_{P I_{C}}\), where " \(G\) " means a General II process.

Then, we take the sequence \(t_{i}\) 's as Poisson distributed with mean inter-arrival time \(\mu=1 / \lambda\) for both the first and second control problems. Thus, we associate \(U_{P I_{P}}\) and \(U_{T} V_{p}\) as the class of admissible control laws, respectively with the (piecewise-constant) time invariant and time variant control problems.
3. Optimal (Piecewise) Time Invariant Control: \(\left\{t_{i}\right\}\) an II Process

The decomposition of the time domain of the continuous stochastic differential equation in (2.5), yields as solution the following:
\[
\begin{equation*}
X\left(t_{i+1}\right)=\alpha_{t_{i+1}} X\left(t_{i}\right)+\beta_{\tau_{i+1}} U\left(X\left(t_{i}\right)\right)+\gamma_{t_{t+1}} \tag{3.1}
\end{equation*}
\]

\section*{where}
```

$i=0,1, \ldots, N-1 ; t_{0}=0$
$\alpha_{t_{+1+1}}=e^{A\left(h_{+1}-t_{0}\right)}$
$\beta_{t,+1}=\int_{L_{4}+2}^{t_{1}} e^{A\left(t_{+1}-\rho\right)} B d_{6}=\left(e^{A\left(t_{t+1}-t_{0}\right)}-I\right) A^{-1} B$
$\boldsymbol{\gamma}_{t_{t+1}}=\int_{t_{1}}^{t_{t+1}} e^{A\left(t_{++1}-0\right)} G d W_{t}$

```

As we mentioned in the beginning, we use a dynamic programming formulation for the solution of this optimization problem, where the \(i\)-th stage starts with the occurrence of the \(i\)-th measurement, and the optimal cost-to-go for this \(i\)-th stage is given by
\[
V\left(X\left(t_{i}\right), i\right) \Delta V\left(X\left(t_{i}\right), t_{i}, i\right)
\]
\[
\begin{equation*}
=\min _{V \min _{r} t_{e}} E_{W}\left[\sum_{j=i}^{N-1} E_{t_{j+i}}\left\{\int_{t_{j}}^{t_{j+1}}\left(X^{\prime}(t) C X(t)+U^{\prime}\left(X\left(t_{j}\right)\right) D U\left(X\left(t_{j}\right)\right) d t \mid X\left(t_{j}\right)\right\}\right]\right. \tag{3.2}
\end{equation*}
\]
where \(U\left(X\left(t_{j}\right)\right) \in U_{P l_{c}}\).
The terminal optimal cost-to-go associated with the Nth stage is given by:
\[
\begin{equation*}
V\left(X\left(t_{N}\right), N\right)=0 . \tag{3.3}
\end{equation*}
\]

At the ( \(N-1\) )th stage, the optimal cost-to-go is given by:
\[
\begin{align*}
V\left(X\left(t_{N-1}\right), N-1\right)= & \min _{U_{N-1} \min _{T_{T_{O, N-1}}}} \mathrm{E}_{W}\left[\mathrm { E } _ { t _ { N } } \left\{\int _ { t _ { N - 1 } } ^ { t _ { N } } \left(X^{\prime}(t) C X(t)\right.\right.\right. \\
& \left.\left.\left.+U^{\prime}\left(X\left(t_{N-1}\right)\right) D U\left(X\left(t_{N-1}\right)\right)\right) d t \mid X\left(t_{N-1}\right)\right\}\right] \tag{3.4}
\end{align*}
\]

\footnotetext{
where \(U_{N-1} \equiv U\left(X\left(t_{N-1}\right)\right) \subset U_{P I_{G, N-1}}\).
}
5. 3 OPTIMAL (PIECEWISE) TTME INVARIANT CONTROL: \(\left\{\zeta_{0}\right\}\) AN II PROCESS

Using the independence between the Brownian process \(W\) and the point process \(t=\left\{h_{1}, i \geq 0\right\}\), we obtain the following optimal conarol:
\[
\begin{equation*}
U^{*}\left(X\left(t_{N-1}\right)\right)=-L_{N-1} X\left(t_{N-1}\right) \tag{3.5}
\end{equation*}
\]
where
\[
\left.\left.\begin{array}{rl}
L_{N-1} & =\left(q_{2}, N-1\right.
\end{array}\right) D_{\mu_{N-1}}\right)^{-2} q_{1, N-1}, ~=E_{t_{N}}\left[\int_{t_{N-1}}^{t_{1}} \beta_{t}^{\prime} C \alpha_{t} d t \mid X\left(t_{N-1}\right)\right] .
\]

After appropriate computations, the optimal cost-to-go value for the state ( \(N\)-1)th stage is given by:
\[
\begin{equation*}
V\left(X\left(t_{N-1}\right), N-1\right)=X^{\prime}\left(t_{N-1}\right) \bar{L}_{N-1} X\left(t_{N-2}\right)+\bar{\tau}_{N-1} \tag{3.6}
\end{equation*}
\]
where
\[
\begin{aligned}
\bar{L}_{N-1}= & q_{3, N-1}-q_{1}^{\prime}, N-1 \\
& +L_{N-1}^{\prime}-L_{N-1}^{\prime} q_{1} q_{2, N-1} \\
& q_{2, N-1} L_{N-1}+L_{N-1}^{\prime} D L_{N-1} \mu_{N-1} \\
q_{3, N-1}= & E_{t_{N}}\left[\int_{t_{N-1}}^{t_{N}} \alpha_{t}^{\prime} C \alpha_{t} d t \mid X\left(t_{N-1}\right)\right] \\
q_{4, N-1}= & \bar{\ell}_{N-1}=E_{W}\left[E_{t_{N}}\left[\int_{t_{N-1}}^{t_{N}} \gamma_{t}^{\prime} C \gamma_{\mathrm{l}} d t \mid X\left(t_{N-1}\right)\right]\right] .
\end{aligned}
\]

At this stage, it is clear that the optimal cost-to-go is quadratic in its initial state; we postulate then the hypotheses that the optimal cost structure will remain quadratic in its initial state.

Thus, let:
\[
\begin{equation*}
V\left(X\left(t_{k+1}\right), k+1\right)=X^{\prime}\left(t_{k+1}\right) \bar{L}_{k+1} X\left(t_{k+1}\right)+\bar{l}_{k+1} \tag{3.7}
\end{equation*}
\]
where \(0 \leq k<N, \tilde{L}_{k+1}\) and \(\hat{\ell}_{k+1}\) are some specific constants.
Using backwards induction, we show that:
\[
\begin{equation*}
V\left(X\left(t_{k}\right), k\right)=X^{\prime}\left(t_{k}\right) \widetilde{L}_{k} X\left(t_{k}\right)+\bar{\ell}_{k} . \tag{3.8}
\end{equation*}
\]
5.3 OPTMMAL (PIECEWISE) TMAE ENVARUANT CONTROL: \(\{4\}\) AN II PROCESS

\section*{By the Principle of Optimality in the dynamic programming framework, we have:}
\[
\begin{align*}
& V\left(X\left(t_{k}\right), k\right)=\min _{V_{\perp} \min _{f t_{C, s}}} E_{W}\left[E _ { t _ { t + 1 } } \left\{\int _ { t _ { * } } ^ { \varepsilon _ { t + 2 } } \left(X^{\prime}(t) C X(t)\right.\right.\right. \\
& \left.\left.\left.+U^{\prime}\left(X\left(t_{k}\right)\right) D U\left(X\left(t_{k}\right)\right)\right) d t+V\left(X\left(t_{k+1}\right), k+1\right) \mid X\left(t_{k}\right)\right\}\right] \tag{3.9}
\end{align*}
\]
where \(U_{k} \equiv U\left(X\left(t_{k}\right)\right) \in U_{P I_{G, *}}\).

\section*{Indeed,}
\(V\left(X\left(t_{k}\right), k\right)=\min _{v_{s}, u_{p t}} E_{W}^{\left(t_{W}, s_{n+2}\right)}\left[E_{t_{t+1}}\left\{\int_{s_{t}}^{t_{t+i}} \ell\left(X(t), U\left(X\left(t_{k}\right)\right)\right) d t\right.\right.\)
\(=\min _{U_{t_{L}}\left(u_{P t}\right.} E_{W}^{\left[t_{2}, t_{t+2}\right)}\left[E_{t_{t+1}}\left\{\int_{t_{+}}^{t_{t+1}} \ell\left(X(t), U\left(X\left(t_{k}\right)\right) d t\right.\right.\right.\) \(\left.+V\left(\left(X\left(t_{k+1}\right), U_{t_{4}}\right), k+1\right)\left[X\left(t_{k}\right)\right\}\right]\) (3.10b)
where equation (3.10b) constitutes the Principle of Optimality of stochastic dynamic programming, see e.g. Chapter 11 in Caines [2].

After careful computations, we obtain the optimal control and cost-to-go respectively as:
\[
\begin{aligned}
U^{-}\left(X\left(t_{k}\right)\right) & =-L_{k} X\left(t_{k}\right) \\
V\left(X\left(t_{k}\right), k\right) & =X^{\prime}\left(t_{k}\right) \bar{L}_{k} X\left(t_{k}\right)+\widehat{\ell}_{k}
\end{aligned}
\]
where
\[
\begin{aligned}
& L_{k}=\left(\sigma_{2, k}+D_{\mu_{k}}+\frac{1}{2} \bar{q}_{2, k}+\frac{1}{2} \widehat{q}_{2, k}\right)^{-1}\left(\sigma_{1, k}+\frac{1}{2} \widetilde{q}_{1, k}+\frac{1}{2} \widetilde{q}_{2, k}\right) \\
& \tilde{L}_{k}=q_{3, k}-q_{2, k}^{\prime} L_{k}-L_{k}^{\prime} q_{1, k}+L_{k}^{\prime} q_{2, k} L_{k}+L_{k}^{\prime} D L_{k} \mu_{k}+\widetilde{q}_{3, k}-\bar{q}_{2, k} L_{k} \\
& -L_{k}^{\prime} \bar{q}_{1, k}+L_{k}^{\prime} \bar{q}_{2}, \boldsymbol{k} L_{k} \\
& \widehat{⿺}_{k}=\sum_{j=N-1}^{k} q_{4, j}+\bar{q}_{4, k} ; 0 \leq k<N \\
& q_{1, k}=E_{t_{t+1}}\left[\int_{t_{t}}^{t_{b+1}} \beta_{t}^{t} C \alpha_{t} d t \mid X\left(t_{k}\right)\right] \\
& q_{2, k}=E_{t_{t+1}}\left[\int_{t_{*}}^{t_{2+1}} \beta_{t}^{\prime} C \beta_{t} d t\left[X\left(t_{k}\right)\right]\right. \\
& q_{3, k}=E_{t_{t+2}}\left[\int_{t_{4}}^{t_{n+2}} a_{t}^{\prime} C \alpha_{t} d t \mid X\left(t_{k}\right)\right] \\
& q_{4 . k}=E_{W}\left[E_{t_{t+2}}\left[\int_{t_{k}}^{t_{t+1}} \gamma_{t}^{\prime} C_{\gamma_{t}} d t \mid X\left(t_{k}\right)\right]\right] \\
& \bar{q}_{1, k}=E_{t_{t+1}}\left[\beta_{k}^{\prime} \bar{L}_{k+1} \alpha_{2} \mid X\left(t_{k}\right)\right] \\
& \tilde{q}_{2, k}=\mathrm{E}_{t_{t+1}}\left[\beta_{t} \bar{L}_{k+1} \beta_{k} \mid X\left(t_{k}\right)\right] \\
& \tilde{q}_{3, k}=E_{t+1}\left[\alpha_{t}^{\prime} \tilde{L}_{k+1} \alpha_{t} \mid X\left(t_{k}\right)\right] \\
& \overline{\boldsymbol{q}}_{4, k}=E_{W}\left[E_{t_{t+1}}\left[\gamma_{t}^{\prime} \bar{L}_{k+1} \gamma_{t} \mid X\left(t_{k}\right)\right]\right] \\
& \widehat{q}_{1, k}=E_{t_{t+2}}\left[\beta_{t} \bar{L}_{k+1}^{\prime} \alpha_{t} \mid X\left(t_{k}\right)\right] \\
& \hat{q}_{2, k}=E_{t_{k+1}}\left[\beta_{t} \tilde{L}_{k+1}^{\prime} \beta_{t} \mid X\left(t_{k}\right)\right] \\
& \check{q}_{1, k}=E_{t_{k+1}}\left[\alpha_{t}^{\prime} \tilde{L}_{k+1} \beta_{t} \mid X\left(t_{k}\right)\right] .
\end{aligned}
\]

Note that for \(k=N-1\) only, we have:
\[
\bar{q}_{1, N-2}=\bar{q}_{2, N-1}=\bar{q}_{3, N-1}=\bar{q}_{1, N-2}=\widehat{q}_{1, N-1}=\widehat{q}_{2, N-1}=\dot{q}_{1, N-1}=0 .
\]

Thus we have proved equation (3.12), and this establishes our result for this section.
3.1. Numerical Example. We consider the following scalar stochastic differential equation:
\[
d x(t)=-x(t) d t+u\left(\lfloor x\rfloor_{t}\right) d t+d w(t)
\]
with the associated cost functional
\[
J\left(x\left(t_{0}\right)=\min _{w \lim _{1} r_{c}} E_{W}\left[\sum_{i=0}^{N-1} E_{L_{i+1}}\left\{\int_{L_{1}}^{t_{i+1}}\left(x^{2}(t)+u^{2}\left(x\left(t_{i}\right)\right)\right) d t \mid x\left(t_{i}\right)\right\}\right]\right.
\]
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where \(u\left(x\left(t_{i}\right)\right) \subset U_{P L_{G}}\).
Equations (3.13) and (3.14) are a scalar version of equations (2.5) and (2.4).
Following the general framework solntion elaborated through equations (3.3) to (3.12), we have:
\(V\left(I\left(t_{N}\right), N\right)=0\).
At the \((N-1)\) th stage the optimal cost-to-go is
\[
\begin{aligned}
& \left.V\left(x\left(t_{N-1}\right), N-1\right)=\min _{\min _{N-1} e_{i>I_{G N-1}}} E_{W}\left[E_{t_{N}}\left\{\int_{2_{N-1}}^{N_{N}}\left(x^{2}(t)+u^{2}\left(x\left(t_{N-1}\right)\right)\right) d t\right] x\left(t_{N-1}\right)\right\}\right] \quad \text { (3.16) } \\
& =\min _{w_{N-1} u_{P i_{C N N}}} E_{W}\left[E _ { t _ { N } } \left\{\int _ { t _ { N - 1 } } ^ { t _ { N } } \left(\alpha_{8}^{2} z^{2}\left(t_{N-1}\right)+\beta_{t}^{2} \psi^{2}\left(z\left(t_{N-1}\right)\right)\right.\right.\right. \\
& +\gamma_{2}^{2}+2 x\left(t_{N-1}\right) u\left(x\left(t_{N-1}\right)\right) \alpha_{t} \beta_{z}+2 x\left(\ell_{N-1}\right) \alpha_{t} \gamma_{t} \\
& \left.\left.+2 u\left(x\left(t_{N-1}\right)\right) \beta_{t} \gamma_{t}+u^{2}\left(x\left(t_{N-1}\right)\right)\right) d t\left[x\left(t_{N-1}\right)\right\}\right]
\end{aligned}
\]
where \(u_{N-1} \equiv u\left(x\left(t_{N-1}\right)\right) \subset U_{P J_{G, N-1}}\).
Using the independence between the Brownian motion \(\omega\) and the point process \(t=\left\{t_{i}, i \geq 0\right\}\), we obtain:
\[
\begin{equation*}
u^{*}\left(x\left(t_{N-1}\right)\right)=-L_{N-1} x\left(t_{N-1}\right) \tag{3.18}
\end{equation*}
\]
where
\[
\begin{aligned}
L_{N-1} & =\left(q_{2, N-1}+\mu_{N-1}\right)^{-1} q_{1, N-1} \\
q_{1, N-1} & =E_{t_{N}}\left[\int_{t_{N-1}}^{t_{N}} \alpha_{t} \beta_{t} d t \mid x\left(t_{N-1}\right)\right] \\
q_{2, N-1} & =E_{t_{N}}\left[\int_{t_{N-1}}^{t_{N}} \beta_{\varepsilon}^{2} d t \mid x\left(t_{N-1}\right)\right]
\end{aligned}
\]

The resulting optimal cost-to-go is
\[
\begin{equation*}
V\left(x\left(t_{N-1}\right), N-1\right)=r^{2}\left(t_{N-1}\right) \hat{L}_{N-1}+\bar{\ell}_{N-1} \tag{3.19}
\end{equation*}
\]
where
\[
\begin{aligned}
& \hat{L}_{N-1}=q_{3, N-1}-2 L_{N-1} g_{2, N-1}+L_{N-1}^{2} q_{2, N-1}+L_{N-1}^{2} \mu_{N-1} \\
& q_{3, N-1}=E_{t_{N}}\left[\int_{t_{N-1}}^{t_{N}} a_{t}^{2} d t \mid x\left(t_{N-1}\right)\right] \\
& q_{4, N-1}=\hat{\ell}_{N-1}=E_{W}\left[E_{t_{N}}\left[\int_{t_{N-1}}^{t_{N}} \gamma_{t}^{2} d t \mid x\left(t_{N-1}\right)\right]\right] .
\end{aligned}
\]
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Applying equations (3.7) to (3.12), we can compute for an arbitraty stage, \(\overline{\mathcal{L}}_{k}\) and \(\bar{\ell}_{k}\) in
\[
\begin{equation*}
V\left(x\left(t_{k}\right), k\right)=x^{2}\left(t_{k}\right) \tilde{L}_{k}+\hat{l}_{k} \tag{3.20}
\end{equation*}
\]
which is a sealar version of equation (3.8). This means that the structure of the optimal cost remains quadratic in its initial state from stage to another.

At the \(k\)-th stage, the optimal cost-to-go is:
\[
\begin{aligned}
& V\left(x\left(t_{k}\right), k\right)=\min _{w, 2 I_{F} I_{G, b}} E_{W}\left[E _ { t _ { L + 1 } } \left\{\int_{t_{b}}^{t_{t \rightarrow 2}}\left(\tau^{2}(t)+\tau^{2}\left(x\left(t_{k}\right)\right)\right) d t\right.\right. \\
& \left.\left.+V\left(x\left(t_{k+1}\right), k+1\right) \mid x\left(t_{k}\right)\right\}\right]
\end{aligned}
\]
\[
\begin{aligned}
& \left.+\gamma_{z}^{2}+2 x\left(t_{k}\right) u\left(x\left(t_{k}\right)\right) \alpha_{t} \beta_{t}+2 x\left(t_{k}\right) \alpha_{t} \gamma_{t}+2 u\left(x\left(t_{k}\right)\right) \beta_{t} \gamma_{t}+u^{2}\left(x\left(t_{k}\right)\right)\right) d t \\
& \left.\left.\left.+V\left(x\left(t_{k+1}\right), k+1\right)\right] x\left(t_{k}\right)\right\}\right]
\end{aligned}
\]
where \(u_{k} \equiv u\left(x\left(t_{k}\right)\right) \in U_{P I_{c, s}} *\)
The optimal control law and the optimal cost-to-go are given respectively by:
\[
\begin{equation*}
u^{*}\left(x\left(t_{k}\right)\right)=-L_{k} x\left(t_{k}\right) \tag{3.23}
\end{equation*}
\]
\(V\left(I\left(t_{k}\right), k\right)=\tau^{2}\left(t_{k}\right) \bar{L}_{k}+\bar{\ell}_{k}\) ..... (3.24)
where
\[
\begin{aligned}
& L_{k}=\left(q_{2, k}+\mu_{k}+\bar{q}_{\varepsilon, k}\right)^{-1}\left(q_{1, k}+\bar{q}_{2, k}\right) \\
& \bar{L}_{k}=q_{3, k}-2 q_{1, k} L_{k}+L_{k}^{2} q_{2, k}+L_{k}^{2} \mu_{k}+\tilde{q}_{3, k}+L_{k}^{2} \bar{q}_{2, k}-2 L_{k} \bar{q}_{1, k} \\
& \hat{\ell}_{k}=\sum_{j=N-2}^{k} q_{4, j}+\bar{q}_{4, k}
\end{aligned}
\]

For this scalar case, we note that:
\[
\bar{q}_{1, k}=\widehat{q}_{1, k}=\bar{q}_{1, k}=\tilde{\mathcal{L}}_{k+2} E_{t_{k+2}}\left[\beta_{k} \alpha_{k} \mid z\left(t_{k}\right)\right]
\]
and
\[
\overline{\boldsymbol{q}}_{2, k}=\widehat{\boldsymbol{q}}_{2}, k=\tilde{L}_{k+1} E_{k+1}\left[\theta_{z}^{2}\left[x\left(t_{k}\right)\right] .\right.
\]
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\section*{If \(\left(t_{k+1}-t_{k}\right)\) is exponentially distributed in its parameter \(\lambda\), then we can evaluate explicitly \(q_{1, k}\) to} quar. Let us evaluate 9fa.
```

$q_{2, t}=E_{n_{t+1}}\left[\int_{L_{+}}^{t_{s+2}} \alpha_{t} \beta_{2} d t x\left(t_{k}\right)\right]$
$=E_{t_{t+2}}\left[\int_{t_{+}}^{t_{t+2}} e^{-\left(t-t_{+}\right)}\left(\int_{t_{+}}^{t_{++2}} e^{-(t-s)} d s\right) d t \mid I\left(t_{k}\right)\right]$
$=E_{t_{t+2}}\left[\int_{t_{+}}^{t_{++1}} e^{-\left(t-t_{+}\right)}\left(1-e^{-\left(t-t_{+}\right)}\right) d t \mid=\left(t_{k}\right)\right]$
$=E_{\varepsilon_{t+2}}\left[\int_{\varepsilon_{\infty}}^{t_{n+2}}\left(e^{-\left(t-t_{+}\right)}-e^{-2\left(t-t_{t}\right)}\right) d t \mid x\left(t_{k}\right)\right]$
$=\int_{t_{+}}^{\infty}\left(\int_{t_{+}}^{t_{+\infty}}\left(e^{-\left(t-t_{+}\right)}-e^{-2\left(t-t_{+}\right)}\right) d t\right) \lambda\left(e^{-\lambda\left(t_{++1}-t_{+}\right)} d t_{k+1}\right.$
$=\int_{t_{+}}^{\infty}\left(\int_{t}^{\infty} \lambda e^{-\lambda\left(t_{+2}-t_{L}\right)} d t_{k+1}\right)\left(e^{-\left(t-t_{L}\right)}-e^{-2\left(t-t_{+}\right)}\right) d t$
$=\int_{t_{4}}^{\infty} e^{-\lambda t} e^{\lambda t_{t}}\left(e^{-\left(t-t_{t}\right)}-e^{-2\left(t-t_{t}\right)}\right) d t$
$=((\lambda+1)(\lambda+2))^{-1}$.

```

We justify equations (3.26)-(3.28) by the distribution of the increment ( \(t_{k+1}-t_{k}\) ) and Fubini theorem.
Using essentially the same method, we can evaluate the rest. Thus, we obtain:
\[
\begin{aligned}
& \boldsymbol{q}_{2, k}=2(\lambda(\lambda+1)(\lambda+2))^{-1} \\
& \boldsymbol{q}_{3, k}=(\lambda+2)^{-1} \\
& q_{4, k}=(\lambda(\lambda+2))^{-1} \\
& \bar{q}_{1, k}=\bar{L}_{k+1} \lambda((\lambda+1)(\lambda+2))^{-1} \\
& \bar{q}_{2, k}=2 \bar{L}_{k+1}((\lambda+1)(\lambda+2))^{-1} \\
& \bar{q}_{3, k}=\bar{L}_{k+1} \lambda(\lambda+2)^{-1} \\
& \bar{q}_{4, k}=\bar{L}_{k+1}(\lambda+2)^{-1} .
\end{aligned}
\]

\section*{4. Optimal (Piecewise) Time Imvariant Control: The Poisson Case}

We consider here the quadratic expected cost functional and the dynamics of the stochastic system given in (2.3)-(2.5).

However, in this case we restrict the II point process so that \(t_{0}=0\) and the increments \(t_{k+1}-\) \(t_{k}, k \geq 0\) are exponentially distributed with mean inter-arrival time \(\mu_{k}=1 / \lambda\) for \(0 \leq k<N\).

For this problem, recall that \(U_{P I_{p}}\) is the class of admissible control laws.

\section*{}

Using the same general framework as in the previous section, the terminal optimal cost-to-go associated with the \(N\)-th stage is given by:
\[
\begin{equation*}
V\left(X\left(t_{N}\right), N\right)=0 \tag{4.1}
\end{equation*}
\]

At the ( \(N-1\) )th stage, the optimal cost-to-go is given by:
\[
\begin{align*}
V\left(X\left(t_{N-1}\right), N-1\right)= & \min _{U_{N-1}} E_{W}\left[E _ { t _ { N } } \left\{\int _ { t _ { N - 1 } } ^ { t _ { N } } \left(X^{\prime}(t) C X(t)\right.\right.\right. \\
& \left.\left.\left.+U^{\prime}\left(X\left(t_{N-1}\right)\right) D U\left(X\left(t_{N-1}\right)\right)\right) d t \mid X\left(t_{N-1}\right)\right\}\right] \tag{4.2}
\end{align*}
\]
where \(U_{N-1} \equiv U\left(X\left(t_{N-1}\right)\right) \subset U_{P_{P, N-1}}\).
Again using the independence between the Brownian motion \(W\) and the point process \(t=\) \(\left\{t_{1}, i \geq 0\right\}\) in (4.2), and evaluating the expectation in its respect to \(t_{N}\) (given \(t_{N-1}\); recall that \(\left(\cdot \mid X\left(t_{N-1}\right)\right)\) corresponds to \(\left.\left(\cdot \mid X\left(t_{N-1}\right), t_{N-1}\right)\right)\), we obtain:
\[
\begin{align*}
V\left(X\left(t_{N-1}\right), N-1\right)= & \min _{U_{N-1} \min _{P_{P N-1}}} E_{W}\left[\int _ { t _ { N - 1 } } ^ { \infty } \left\{\int _ { t _ { N - 1 } } ^ { t _ { N } } \left(X^{\prime}(t) C X(t)\right.\right.\right. \\
& \left.\left.\left.+U^{\prime}\left(X\left(t_{N-1}\right)\right) D U\left(X\left(t_{N-1}\right)\right)\right) d t\right\} \lambda c^{-\lambda\left(t_{N-}-t_{N-2}\right)} d t_{N} \mid X\left(t_{N-1}\right)\right] . \tag{4.3}
\end{align*}
\]

Using Fubini's theorem in (4.3), one can interchange the order of integration to yield:
\[
\begin{align*}
V\left(X\left(t_{N-1}\right), N-1\right)= & \min _{U_{N-1} \min _{I_{P N-N}}} E_{W}\left[\int _ { t _ { N - 1 } } ^ { \infty } \{ \int _ { 1 } ^ { \infty } \lambda e ^ { - \lambda ( t _ { N - t } t _ { N - 1 } ) } d t _ { N } \} \left(X^{\prime}(t) C X(t)\right.\right. \\
& \left.+U^{\prime}\left(X\left(t_{N-1}\right)\right) D U\left(X\left(t_{N-1}\right)\right)\right) d\left\{X\left(t_{N-1}\right)\right]  \tag{4.4}\\
V\left(X\left(t_{N-1}\right), N-1\right)= & \min _{U_{N-1} \min _{P_{P, N-1}}} E_{W}\left[\int _ { t _ { N - 1 } } ^ { \infty } e ^ { - \lambda ( t - t _ { N - 1 } ) } \left(X^{\prime}(t) C X(t)\right.\right. \\
& \left.\left.+U^{\prime}\left(X\left(t_{N-1}\right)\right) D U\left(X\left(t_{N-1}\right)\right)\right) d t \mid X\left(t_{N-1}\right)\right] . \tag{4.5}
\end{align*}
\]

We recognize (4.5) to be an infinite horizon discounted linear quadratic regulator problem with initial state \(X\left(t_{N-1}\right)\) known.

We can write (4.5) as:
\[
\begin{aligned}
V\left(X\left(t_{N-1}\right), N-1\right)= & \min _{U_{N-1}}\left\{E_{w}\left[\int_{t_{N-1}}^{\infty} \operatorname{tr}\left[e^{-\lambda\left(t-t_{N-1}\right)} C X(t) X^{\prime}(t)\right] d t \mid X\left(t_{N-1}\right)\right]\right. \\
& \left.+\lambda^{-1} U^{\prime}\left(X\left(t_{N-1}\right)\right) D U\left(X\left(t_{N-1}\right)\right)\right\} .
\end{aligned}
\]

To evaluate the expectation in (4.6), we proceed as follows
- Let \(P(t)\) be the covariance matrix given by
\[
\begin{equation*}
P(t)=\mathrm{E}(X(t)-\mathrm{E} X(t))(X(t)-E X(t))^{\prime} \tag{4.7}
\end{equation*}
\]

\section*{frow which we have}
\[
P(t)+E X(t) E X^{\prime}(t)=E X(t) X^{\prime}(t)
\]
-
\[
E_{W}\left[\int_{t N-1}^{\infty} t r\left[e^{-2\left(t-t, N_{N-2}\right)} C X(t) X^{\prime}(t)\right] d t \mid X\left(t_{N-1}\right)\right]
\]
\[
=\int_{t_{N-2}}^{\infty} \operatorname{tr}\left[e^{-\lambda\left(t-t_{N-1}\right)} C P(t)\right] d t+\int_{t_{N-2}}^{\infty} \operatorname{tr[}\left[e^{-\lambda\left(t-t_{N-1}\right)} C E X(t) E X^{\prime}(t)\right] d t
\]
- To compute the first integral in (4.9), we rely on the following differential equation (Gelb [7])
\[
\begin{equation*}
\dot{P}(\hat{\imath})=A P(\hat{t})+P(\hat{t}) A^{\prime}+G G^{\prime}, \quad P\left(t_{N-1}\right)=0 \tag{4.10}
\end{equation*}
\]
where \(\bar{t}=t-\approx_{N-1}\). Then:
\[
\begin{equation*}
\int_{0}^{\infty} e^{-\lambda \hat{i} \dot{P}(\hat{t}) d \hat{t}}=\int_{0}^{\infty} e^{-\lambda \hat{i}}\left(A P(\hat{t})+P(\hat{t}) A^{t}+G G^{\prime}\right) d \hat{t} \tag{4.11}
\end{equation*}
\]

Hence:
\[
\begin{align*}
\int_{0}^{\infty} & e^{-\lambda i} \dot{P}(t) d \bar{t}=\left.s p(s)\right|_{0=\lambda}-P\left(t_{N-1}\right) \\
& =\int_{0}^{\infty} e^{-\lambda t} A P(t) d t+\int_{0}^{\infty} e^{-\lambda t} P(t) A^{\prime} d t+\int_{0}^{\infty} e^{-\lambda t} G G^{\prime} d t  \tag{4.12}\\
& =\left.A p(s)\right|_{\pi=\lambda}+\left.p(s) A^{\prime}\right|_{0=\lambda}+\left.\frac{G G^{\prime}}{s}\right|_{0=\lambda} \tag{4.13}
\end{align*}
\]

By setting \(s=\lambda\), we have:
\[
\begin{equation*}
\left(A-\frac{\lambda I}{2}\right) p(\lambda)+p(\lambda)\left(A^{\prime}-\frac{\lambda I}{2}\right)=-\lambda^{-1} G G^{\prime} \tag{4.14}
\end{equation*}
\]
where \(p(\lambda)\) is given (Lancaster \& Tismenetsky [8]) by:
\[
\begin{equation*}
p(\lambda)=\int_{0}^{\infty} e^{\left(\lambda-\frac{2 x}{2}\right) r} \lambda^{-1} G G^{\prime} e^{\left(\lambda^{\prime}-\frac{4}{2}\right) r} d r \tag{4.15}
\end{equation*}
\]

Therefore the first integral in (4.9) can now be expressed by:
\[
\begin{equation*}
\int_{t_{N-1}}^{\infty} \operatorname{tr}\left[e^{-\lambda\left(t-t_{N-1}\right)} C P(t)\right] d t=\int_{0}^{\infty} \operatorname{tr}\left[e^{-\lambda i} C P(\bar{t})\right] d \bar{t}=\operatorname{tr}[C p(\lambda)] \tag{4.16}
\end{equation*}
\]
- To evaluate the second integral in (4.9), we rely on the following differential equation for \(d E X(t)\) and its solution:
\[
\begin{equation*}
d E X(t)=\left(A E X(t)+B U\left(X\left(t_{N-1}\right)\right)\right) d t \tag{4.17}
\end{equation*}
\]

\section*{36 OPTDMAL (PIECEWTSE) TINE INVARIANT CONTROL TEE POISSON CASE}
\[
E X(t)=\phi\left(t, t_{N-1}\right) X\left(t_{N-1}\right)-Q\left(t_{1} t_{N-1}\right) U\left(X\left(t_{N-1}\right)\right)
\]
where
\[
\left\{\begin{array}{l}
\phi\left(t, t_{N-1}\right)=e^{A\left(t-t_{N-1}\right)} \\
Q\left(t, t_{N-1}\right)=\left(I-\phi\left(t, t_{N-1}\right)\right) A^{-1} B .
\end{array}\right.
\]

\section*{After appropriate computations, we obtain:}
\[
\begin{aligned}
& \int_{0}^{\infty} t r\left[e^{-\lambda\left(t-t_{N-1}\right)} C E X(t) E X^{\prime}(t)\right] d t \\
& =\int_{0}^{\infty}\left(X^{\prime}\left(t_{N-1}\right) e^{-\lambda \delta_{0}}(t) C \phi(t) X\left(t_{N-1}\right)-U^{\prime}\left(X\left(t_{N-1}\right)\right) e^{-\lambda e} Q^{\prime}(t) C \phi^{\prime}(t) X\left(t_{N-1}\right)\right. \\
& \quad-X^{\prime}\left(t_{N-1}\right) e^{-\lambda t} \phi^{\prime}(t) C Q(t) U\left(X\left(t_{N-1}\right)\right) \\
& \left.\quad+U^{\prime}\left(X\left(t_{N-1}\right)\right) e^{-\lambda t} Q^{\prime}(t) C Q(t) U\left(X\left(t_{N-1}\right)\right)\right) d t
\end{aligned}
\]
\(=X^{\prime}\left(t_{N-1}\right) F_{\phi^{\circ}, c, \phi} X\left(t_{N-1}\right)-U^{\prime}\left(X\left(t_{N-1}\right)\right) F_{Q_{,}, c_{.},} X\left(t_{N-1}\right)\)
\[
-X^{\prime}\left(t_{N-1}\right) F_{\infty, . c . Q} U\left(X\left(t_{N-1}\right)\right)+U^{\prime}\left(X\left(t_{N-1}\right)\right) F_{q . c . Q} U\left(X\left(t_{N-1}\right)\right)
\]
where
\[
\left\{\begin{array}{l}
F_{\phi^{\prime}, C, \phi}=\int_{0}^{\infty} e^{-\lambda t} \phi^{\prime}(t) C \phi(t) d t \\
F_{Q^{\prime}, C_{\phi}}=\int_{0}^{\infty} e^{-\lambda t} Q^{\prime}(t) C \phi(t) d t \\
F_{\phi, c, Q}=\int_{0}^{\infty} e^{-\lambda t} \phi^{\prime}(t) C Q(t) d t \\
F_{Q, c, Q}=\int_{0}^{\infty} e^{-\lambda t} Q^{\prime}(t) C Q(t) d t .
\end{array}\right.
\]

We can now express \(V\left(X\left(t_{N-1}\right), N-1\right)\) as:
\(V\left(X\left(t_{N-1}\right), N-1\right)=\min _{U_{N-1} \text { ceiffr,N-1}}\left\{t r\left[C_{P}(\lambda)\right]+X^{\prime}\left(t_{N-1}\right) F_{\theta^{\prime}, C_{\phi} \phi} X\left(t_{N-1}\right)\right.\)
\(-U^{\prime}\left(X\left(t_{N-1}\right) F_{Q}, c, \phi \quad X\left(t_{N-2}\right)-X^{\prime}\left(t_{N-1}\right) F_{\phi^{\prime}, ., Q} U\left(X\left(t_{N-1}\right)\right)\right.\)
\(\left.+U^{\prime}\left(X\left(t_{N-1}\right)\right) F_{Q \cdot C, Q} U\left(X\left(t_{N-1}\right)\right)+\lambda^{-1} U^{\prime}\left(X\left(t_{N-1}\right)\right) D U\left(X\left(t_{N-1}\right)\right)\right\}\).

After some algebra, we obtain:
\[
\begin{aligned}
U^{\bullet}\left(X\left(t_{N-1}\right)\right) & =\left(F_{Q}, C Q+\lambda^{-1} D\right)^{-1} F_{Q}, C . \phi X\left(t_{N-1}\right) \\
& =-L_{N-1} X\left(t_{N-1}\right)
\end{aligned}
\]
where \(L_{N-1}\) is explicitly given by:
\[
\begin{align*}
L_{N-1}= & \left(\int_{0}^{\infty} e^{-\lambda t} B^{\prime}\left(A^{-1}\right)^{\prime}\left(I-e^{A^{\prime} t}\right) C\left(I-e^{A t}\right) A^{-1} B d t+\lambda^{-1} D\right)^{-1} . \\
& \left(\int_{0}^{\infty} e^{-\lambda t} B^{\prime}\left(A^{-2}\right)^{\prime}\left(e^{A^{\prime t} t}-I\right) C e^{\Lambda t} d t\right) . \tag{4.23}
\end{align*}
\]

At the ( \(N-1\) )th stage, the optimal cost-to-go expression is given by:
\[
\begin{equation*}
V\left(X\left(t_{N-1}\right), N-1\right)=X^{\prime}\left(t_{N-1}\right) \tilde{L}_{N-1} X\left(t_{N-1}\right)+\widehat{L}_{N-1} \tag{4.24}
\end{equation*}
\]
where
\[
\left\{\begin{aligned}
\bar{L}_{N-1}= & F_{ष, C, \phi}+L_{N-1}^{\prime} F_{Q, C, \phi}+F_{\psi, c, Q} L_{N-1} \\
& +L_{N-1}^{\prime} F_{Q, C, Q} L_{N-1}+\lambda^{-1} L_{N-1}^{\prime} D L_{N-1} \\
\bar{\ell}_{N-1}= & t r\left[C_{p}(\lambda)\right] .
\end{aligned}\right.
\]

Here the optimal cost-to-go expression is quadratic in its initial state \(X\left(t_{N-1}\right)\). We postulate then, that the structure of the optimal cost will remain quadratic in its initial state. We shall prove our bypotheses using backwards induction. Thus let:
\[
V\left(X\left(t_{k+1}\right), k+1\right)=X^{\prime}\left(t_{k+1}\right) \tilde{L}_{k+1} X\left(t_{k+1}\right)+\bar{\ell}_{k+1}
\]
where \(0 こ k<N, \widetilde{L}_{k+1}\) and \(\bar{Z}_{k+1}\) are some specific constants.
By the Principle of Optimality in the dynamic programming framework, we have:
\[
\begin{aligned}
V\left(X\left(t_{k}\right), k\right)= & \min _{U_{A} u_{r t_{r, \infty}}} \mathrm{E}_{W}\left[\mathrm { E } _ { t _ { t + 1 } } \left\{\int _ { t _ { * } } ^ { t _ { + \infty + 1 } } \left(X^{\prime}(t) C X(t)\right.\right.\right. \\
& \left.\left.\left.+U^{\prime}\left(X\left(t_{k}\right)\right) D U\left(X\left(t_{k}\right)\right)\right) d t+V\left(X\left(t_{k+1}\right), k+1\right)\right\} \mid X\left(t_{k}\right)\right]
\end{aligned}
\]
where \(U_{k} \equiv U\left(X\left(t_{k}\right)\right)<U_{\text {PI }}\), .
As for the \((N-1)\) th stage, we can show for the present stage that:
\(E_{W}\left[E_{r_{t+1}}\left\{\int_{c_{k}}^{t_{t+1}}\left(X^{\prime}(t) C X(t)+U^{\prime}\left(X\left(t_{k}\right)\right) D U\left(X\left(t_{k}\right)\right)\right) d t \mid X\left(t_{k}\right)\right\}\right]\)
\(=E_{W}\left[\int_{t_{+}}^{\infty} e^{-\lambda\left(t-t_{*}\right)}\left(X^{\prime}(t) C X(t)+U^{\prime}\left(X\left(t_{k}\right)\right) D U\left(X\left(t_{k}\right)\right)\right) d t \mid X\left(t_{k}\right)\right]\).
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Now as \(\left(t_{k+1}-t_{k}\right)\) is exponertially distributed in its parameter \(\lambda\), and upon cooditioning on \(t_{k}\), we can write:
\[
\begin{align*}
& E_{w}\left[E_{t_{k+1}}\left\{X^{\prime}\left(t_{k+1}\right) \bar{L}_{k+1} X\left(t_{k+1}\right) \mid X\left(t_{k}\right)\right\}\right] \\
& =E_{w}\left[\int_{t_{+}}^{\infty} X^{\prime}\left(t_{k+1}\right) \bar{L}_{k+1} X\left(t_{k+1}\right) \lambda e^{-\lambda\left(t_{k+1}-\varepsilon_{\omega}\right)} d t_{k+1} \mid X\left(t_{k}\right)\right] \\
& =E_{W}\left[\int_{t_{*}}^{\infty} \lambda e^{-\lambda\left(t-t_{b}\right)} X^{\prime}(t) \bar{L}_{k+1} X(t) d \mid X\left(t_{k}\right)\right] . \tag{4.28}
\end{align*}
\]

Therefore (4-26) can be expressed as:
\[
\begin{aligned}
& \left.+U^{\prime}\left(X\left(t_{k}\right)\right) D U\left(X\left(t_{k}\right)\right)\right) d t\left[X\left(t_{k}\right)\right]+\hat{\ell}_{k+1} \\
& \text { (4.29) }
\end{aligned}
\]
\[
\begin{aligned}
& -X^{\prime}\left(t_{k}\right) F_{\psi, \bar{c}, Q^{\prime}} U\left(X\left(t_{k}\right)\right)+U^{\prime}\left(X\left(t_{k}\right)\right) F_{Q, \tilde{c}, Q} U\left(X\left(t_{k}\right)\right) \\
& \left.+\lambda^{-1} U^{\prime}\left(X\left(t_{k}\right)\right) D U\left(X\left(t_{k}\right)\right)\right\}+t r\left[\bar{C}_{p}(\lambda)\right]+\bar{\ell}_{k+1}
\end{aligned}
\]
where
\[
\left\{\begin{array}{l}
\bar{C}=C+\lambda \bar{L}_{t+1} \\
F_{\phi^{\prime}, \bar{C}, \phi}=\int_{0}^{\infty} e^{-\lambda t} \phi^{\prime}(t) \bar{C} \phi(t) d t \\
F_{Q^{\prime}, \bar{C}_{\phi}}=\int_{0}^{\infty} e^{-\lambda t} Q^{\prime}(t) \overline{\bar{C}} \phi(t) d t \\
F_{\phi^{\prime}, \bar{C}, Q}=\int_{0}^{\infty} e^{-\lambda t} \phi^{\prime}(t) \bar{C} Q(t) d t \\
F_{Q^{\prime}, \bar{C}, Q}=\int_{0}^{\infty} e^{-\lambda t} Q^{\prime}(t) \bar{C} Q(t) d t .
\end{array}\right.
\]

Note that \(\bar{L}_{N-1}\) is symmetric, indeed:
\[
\begin{aligned}
\tilde{L}_{N-1}^{\prime}= & F_{\phi^{\prime}, C, \phi}+F_{\varnothing^{\prime}, C, Q} L_{N-1}+L_{N-1}^{\prime} F_{Q^{\prime} . C . \emptyset} \\
& +L_{N-1}^{\prime} F_{Q^{\prime}, C, Q} L_{N-1}+\lambda^{-1} L_{N-1}^{\prime} D L_{N-1}=\bar{L}_{N-1}
\end{aligned}
\]

Using induction principle, we can show that \(\bar{L}_{k+1}\) is symmetric.
Therefore, it follows from (4.30):
\[
\begin{align*}
U^{*}\left(X\left(t_{k}\right)\right) & =\left(F_{Q, \bar{c}, Q}+\lambda^{-1} D\right)^{-1} F_{Q, \bar{C}, \phi} X\left(t_{k}\right) \\
& =-L_{k} X\left(t_{k}\right)
\end{align*}
\]

\subsection*{3.4 OPTIMAL (PIECEWISE) TIME INVARUNT CONIROL TEE POISSON CASE}
where \(L_{k}\) is given by:
\[
\begin{align*}
L_{k}= & \left(\int_{0}^{\infty} e^{-\alpha S_{B}^{\prime}}\left(A^{-1}\right)^{\prime}\left(I-e^{A^{\prime} t}\right) \bar{C}\left(I-e^{\Lambda t}\right) A^{-1} B d t+\lambda^{-1} D\right)^{-1} . \\
& \left(\int_{0}^{\infty} e^{-\lambda \ell} B^{\prime}\left(A^{-1}\right)^{\prime}\left(e^{\Lambda^{\prime t} t}-I\right) \tilde{C} e^{\mu \ell(t i t)} .\right. \tag{4.32}
\end{align*}
\]

At the \(k\)-th stage, the optimal cost-to-go expression is given by:
\[
V\left(X\left(t_{k}\right), k\right)=X^{\prime}\left(t_{k}\right) \bar{L}_{k} X\left(t_{k}\right)+\bar{l}_{k}
\]
where
\[
\begin{aligned}
& +L_{k}^{\prime} F_{q, \bar{c}, Q} L_{k}+\lambda^{-1} L_{k}^{\prime} D L_{k} \\
& \overline{\bar{k}}_{k}=\operatorname{tr}\left[\left(C+\lambda \bar{L}_{k+1}\right) p(\lambda)\right]+\bar{\ell}_{k+1} \\
& \tilde{L}_{N}=\hat{\ell}_{N}=0 .
\end{aligned}
\]
we establish with equation (4.33) our main result.
4.1. Scalar Example. We consider here the following scalar stochastic differential equation:
\[
d x(t)=a x(t) d t+b u\left(\lfloor x\rfloor_{t}\right) d t+g d w(t)
\]
with the associated cost functional
\[
J\left(x\left(t_{0}\right)\right)=\min _{\min ^{u} f_{r}} E_{W}\left[\sum_{i=0}^{N-1} E_{t_{++2}}\left\{\int_{t_{i}}^{t_{t+1}}\left(c r^{2}(t)+d u^{2}\left([x\rfloor_{t}\right)\right) d t i x\left(t_{i}\right)\right\}\right]
\]
where \(u\left(\lfloor x\rfloor_{t}\right) \equiv u\left(x\left(t_{i}\right)\right)\) e \(U_{P f}\) for \(t_{i} \leq t<t_{i+1}\).
Following the same general framework developed through equations (4.1) to (4.33), we have:
\[
V\left(X\left(t_{N}\right), N\right)=0
\]

\section*{At the ( \(N-1\) )th stage, the optimal cost-to-go is}
\[
\begin{aligned}
V\left(x\left(t_{N-1}\right), N-1\right)= & \min _{u_{N-1}}\left\{E_{W}\left[\int_{t_{N-3}}^{\infty} e^{-\lambda\left(t-t_{N-1}\right)} c r^{2}(t) d t \mid x\left(t_{N-1}\right)\right]\right. \\
& \left.+\lambda^{-1} d u^{2}\left(x\left(t_{N-1}\right)\right)\right\} .
\end{aligned}
\]
5.4 OPTMMAL (PIECEWISE) TDE ENVARLANT CONTROL: THE POISSON CASE

\section*{Using equations (4.7) to (4.20) and after scme algebra, we obtain in our scalar context:}
\[
\left\{\begin{array}{l}
t\left[C_{p}(\lambda)\right]=c^{2}(\lambda(\lambda-2 a))^{-1} \\
F_{\sigma, c, 0}=(\lambda-2 a)^{-2} \\
\left.F_{Q, c, 0}=F_{\psi, c, Q}=-b c(\lambda-a)(\lambda-2 a)\right)^{-2} \\
F_{\sigma, c, Q}=2 b^{c} c(\lambda(\lambda-a)(\lambda-2 a))^{-1} .
\end{array}\right.
\]

\section*{Thus, we have:}
\[
\begin{aligned}
V\left(x\left(t_{N-1}\right), N-1\right)= & \min _{u_{N-1}}\left\{\min ^{2}(\lambda(\lambda-2 a))^{-1}+c(\lambda-2 a)^{-1} x^{2}\left(t_{N-1}\right)\right. \\
& +2 b c((\lambda-a)(\lambda-2 a))^{-1} u\left(x\left(t_{N-2}\right)\right) x\left(t_{N-1}\right) \\
& \left.+2 b^{2} c(\lambda(\lambda-a)(\lambda-2 a))^{-1} u^{2}\left(x\left(t_{N-1}\right)\right)+\lambda^{-1} d u^{2}\left(x\left(t_{N-1}\right)\right)\right\}
\end{aligned}
\]
where \(u_{N-1} \equiv U\left(x\left(t_{N-1}\right)\right) \subset U_{P I_{P, N-1}}\).
\[
\begin{equation*}
u^{*}\left(x\left(t_{N-1}\right)\right)=-L_{N-1} z\left(t_{N-1}\right) \tag{4.39}
\end{equation*}
\]
where
\[
\begin{equation*}
L_{N-1}=b c \lambda\left(2 b^{2} c+d(\lambda-a)(\lambda-2 a)\right)^{-1} \tag{4.40}
\end{equation*}
\]

The resulting optimal cost-to-go at the ( \(N-1\) )th stage is expressed by:
\[
\begin{equation*}
V\left(x\left(t_{N-1}\right), N-1\right)=\tilde{L}_{N-1} x^{2}\left(t_{N-1}\right)+\hat{\ell}_{N-1} \tag{4.41}
\end{equation*}
\]
where
\[
\begin{aligned}
\bar{L}_{N-1}= & c(\lambda-2 a)^{-1}+2 b c L_{N-1}((a-\lambda)(\lambda-2 a))^{-1} \\
& +L_{N-1}^{2}\left(2 b^{2} c(\lambda(\lambda-a)(\lambda-2 a))^{-1}+\lambda^{-1} d\right) \\
\bar{\ell}_{N-2}= & c g^{2}(\lambda(\lambda-2 a))^{-1} .
\end{aligned}
\]

Applying equations (4.30) to (4.33) in our present scalar study, we can compute explicitly for an arbitrary stage, \(\bar{L}_{k}\) and \(\overline{\mathscr{I}}_{k}\) in
\[
\begin{equation*}
V\left(x\left(t_{k}\right), k\right)=\bar{L}_{k} x^{2}\left(t_{k}\right)+\bar{l}_{k} . \tag{4.42}
\end{equation*}
\]

The last equation means that the structure of the optimal cost-to-go remains quadratic from stage to another. We write now from equations (4.30) to (4.33) the main scalar steps:
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-
\(z^{-\left(x\left(t_{k}\right)\right)}=-L_{k} s\left(t_{k}\right)\)
(4.43)
-
\[
L_{k}=b c \lambda\left(2 b^{2} \bar{c}+d(\lambda-a)(\lambda-2 a)\right)^{-1} .
\]
- The resulting optimal cort-to-go is expressed by
\[
V\left(x\left(t_{k}\right), k\right)=\tilde{L}_{k} z^{2}\left(t_{k}\right)+\overline{L_{k}}
\]
where
\[
\begin{aligned}
& \bar{L}_{k}=\bar{c}(\lambda-2 a)^{-1}+2 b \overline{L_{k}}((a-\lambda)(\lambda-2 a))^{-1} \\
& \\
& \quad+L_{k}^{2}\left(2 b^{2} \bar{c}(\lambda(\lambda-a)(\lambda-2 a))^{-1}+\lambda^{-1} d\right) \\
& \widehat{\mathcal{L}}_{k}= \\
& \bar{c} \bar{c}^{2}(\lambda(\lambda-2 a))^{-1}+\ell_{k+1} \\
& \bar{c}=c+\lambda \tilde{L}_{k+1} \\
& \bar{L}_{k+1} \text { and } \bar{U}_{k+1} \text { are some constants specific to the stage } k+1 \\
& \tilde{L}_{N}=\widehat{Z}_{N}=0 .
\end{aligned}
\]

\section*{5. Optimal Time Variant Control}

We consider in this section the expected quadratic cost functional and the stochastic differential equation given above in (2.6) - (2.8).

As we mentioned earlier in this chapter, for the time variant control, the \(t_{i}\) 's are Poisson distributed with mean inter-arrival time \(\mu_{k}=1 / \lambda\) for \(0 \leq k<N\). As previously, we have:
\[
\begin{equation*}
V\left(X\left(t_{N}\right), N\right)=0 \tag{5.1}
\end{equation*}
\]

At the ( \(N-1\) ) th stage, the optimal cost-to-go is expressed by:
\[
\begin{align*}
& V\left(X\left(t_{N-1}\right), N-1\right)=\min _{V_{N-2}<i_{T v_{N, N-1}}} E_{W}\left[E _ { t _ { N } } \left\{\int _ { N - 1 } ^ { t _ { N } } \left(X^{\prime}(t) C X(t)\right.\right.\right. \\
& \left.\left.\left.+U^{\prime}\left(t, X\left(t_{N-1}\right)\right) D U\left(t, X\left(t_{N-1}\right)\right)\right) d t \mid X\left(t_{N-1}\right)\right\}\right]  \tag{5.2}\\
& =\min _{V_{N-1}\left[\mathcal{U}_{T v_{P-N-1}}\right.} E_{W}\left[\int _ { t _ { N - 1 } } ^ { \infty } e ^ { - \lambda ( t - t _ { N - 1 } ) } \left(X^{\prime}(t) C X(t)\right.\right. \\
& \left.+U^{\prime}\left(t, X\left(t_{N-1}\right)\right) D U\left(t_{,} X\left(t_{N-1}\right)\right) d t \mid X\left(t_{N-1}\right)\right] \tag{5.3}
\end{align*}
\]
where \(U_{N-1} \equiv U\left(t_{,} X\left(t_{N-1}\right)\right) \subset U_{T V_{P, N-1}}\).

\section*{5. OPTIMAL TMGE VARLANT CONTROL}

We recognize (53) to be an infinite borizon discounted linear quadratic regulator problem with the initial state \(X\left(t_{N-1}\right)\) hnown and no further observations thereafter. This lart fact is very crucial for our present time variant control case, contrary to the time invariant control case, where the control law is function oaly of the initial state on each interval.

Using Rishel's [9] result for (5.3), the control law is given for the moment by:
\[
\begin{equation*}
V^{-}(t, X(t))=-D^{-1} B^{\prime} K_{N-i} X(t) \tag{5.4}
\end{equation*}
\]
where the matrix gain \(K_{N-1}\) is given below in equation (5.8).
However, as no further observations of the state \(X(t)\) are available on the interval \(\left[t_{N-1}, t_{N}\right)\), then by the separation principle (Bagchi [1], Fleming \& Rishel [5]), we replace \(X(t)\) by its optimal predictor \(\hat{X}\left(t \mid t_{N-1}\right)\) with the initial state \(X\left(t_{N-1}\right)\) known.

Then the optimal control taw is now expressed by:
\[
\begin{equation*}
U^{\bullet}\left(t, \bar{X}\left(t \mid t_{N-1}\right)\right)=-D^{-1} B^{\prime} K_{N-1} \hat{X}\left(t \mid t_{N-1}\right) . \tag{5.5}
\end{equation*}
\]

This optimal filtering estimate of \(X(t)\) is governed by the following dynamics:
\[
\begin{equation*}
d \hat{X}\left(t \mid t_{N-1}\right)=\left(A-B D^{-1} B^{\prime} K_{N-2}\right) \hat{X}\left(\left.t\right|_{N-1}\right) d t \tag{5.6}
\end{equation*}
\]
\(\hat{X}\left(t t_{N-2}\right)=e^{N_{N-1}\left(t-t_{N-1}\right)} X\left(t_{N-1}\right)\)
where \(M_{N-1}=A-B D^{-1} B^{\prime} K_{N-1}\) and \(\hat{X}\left(t_{N-1} \mid t_{N-1}\right)=X\left(t_{N-1}\right)\).
As we know, the matrix gain \(K_{N-1}\) is a solution of the Algebraic Riccati equation:
\[
\begin{equation*}
-K_{N-1} A-A^{\prime} K_{N-1}-\lambda K_{N-1}+K_{N-1} B D^{-1} B^{\prime} K_{N-1}-C=0 . \tag{5.8}
\end{equation*}
\]

Thus, we have a closed-loop system with the following dynamics:
\[
\begin{equation*}
d X(t)=A X(t) d t-B D^{-1} B^{\prime} K_{N-1} \hat{X}\left(t \mid t_{N-1}\right) d t+G d W(t) \tag{5.9}
\end{equation*}
\]
\[
\begin{equation*}
d \hat{X}\left(t \mid t_{N-1}\right)=\left(A-B D^{-1} B^{\prime} K_{N-1}\right) \hat{X}\left(t \mid t_{N-1}\right) d t \tag{5.10}
\end{equation*}
\]
with the resulting cost functional expressed by:
\[
\begin{align*}
V\left(X\left(t_{N-1}\right), N-1\right)= & \mathrm{E}_{W}\left[\int _ { t _ { N - 1 } } ^ { \infty } \operatorname { t r } \left[e ^ { - \lambda ( t - t _ { N - 1 } ) } \left(C X(t) X^{\prime}(t)\right.\right.\right. \\
& \left.\left.\left.+\widehat{M}_{N-1} \hat{X}\left(t \mid t_{N-1}\right) \hat{X}^{\prime}\left(t \mid t_{N-1}\right)\right)\right] d t \mid X\left(t_{N-1}\right)\right] \tag{5.11}
\end{align*}
\]
where \(\bar{M}_{N-1}=K_{N-1}^{\prime} B D^{-1} B^{\prime} K_{N-1}\).

\subsection*{5.5 OPITMAI TIME VARIANT CONIROI}

We compute now the first integral in (5.11); for this end we rely on the same approach elaborated in the previous section, and we note that for this closed-loop system, we have obviously \(\operatorname{EX}(t)=\) \(\hat{x}\left(t \mid t_{N-1}\right)\).

Therefore:
\[
\begin{align*}
& \int_{t_{N-1}}^{\infty} \operatorname{tr}\left[e^{-\lambda\left(t-t_{N-1}\right)} C E X(t) E X^{\prime}(t)\right] d t \\
&= \int_{t_{N-1}}^{\infty} e^{-\lambda\left(t-t_{N-1}\right)} X^{\prime}\left(t_{N-1}\right) e^{M_{N-1}\left(t-t_{N-1}\right)} C e^{N_{N-1}\left(t-t_{N-1}\right)} X\left(t_{N-1}\right) d t \\
&\left.\quad \text { (where } X\left(t_{N-1}\right) \text { is already fixed }\right) \\
&= \int_{0}^{\infty} e^{-\lambda t} X^{\prime}\left(t_{N-1}\right) e^{M_{N-1} t} C e^{M_{N-1} t} X\left(t_{N-1}\right) d t \\
&= X^{\prime}\left(t_{N-2}\right) F_{M_{N-1}} X\left(t_{N-1}\right) \tag{5.12}
\end{align*}
\]
where \(F_{M_{N-1}}=\int_{0}^{\infty} e^{-\lambda t} e^{M_{N-1}^{t}} C e^{N_{N-1} t} d t\).
Finally, the last integral in (5.11) yields:
\[
\begin{equation*}
\int_{0}^{\infty} e^{-\lambda t} X^{\prime}\left(t_{N-1}\right) e^{M_{N-1} t} \widehat{M}_{N-1} e^{N_{N-1} t} X\left(t_{N-1}\right) d t=X^{\prime}\left(t_{N-1}\right) F_{\mathbb{M}_{N-1}} X\left(t_{N-1}\right) \tag{5.13}
\end{equation*}
\]
where \(F_{\widehat{N}_{N-1}}=\int_{0}^{\infty} e^{-\lambda t} e^{N_{N-1} t} \widehat{M}_{N-1} e^{M_{N-2} t} d t\). We know that \(F=\int_{0}^{\infty} e^{A^{\prime} t} C e^{A t} d t\), is the solution of the algebraic Lyapunov matrix equation in the form \(A^{\prime} F+F A=-C\). For a detailed and systematic study of the well-known Lyapunov matrix equation, see Gajić and Qureshi [6].

At this stage, the optimal cost-to-go is expressed by
\[
\begin{align*}
V\left(X\left(t_{N-1}, N-1\right)=\right. & X^{\prime}\left(t_{N-1}\right)\left(F_{M_{N-1}}+F_{X_{N-1}}\right) X\left(t_{N-1}\right) \\
& +\operatorname{tr}\left[C \int_{0}^{\infty} e^{\left(A-\frac{4}{2}\right) r} \lambda^{-1} G G^{\left(A^{\prime}-\frac{4}{2}\right) \tau} d \tau\right]  \tag{5.14}\\
V\left(X\left(t_{N-1}\right), N-1\right)= & X^{\prime}\left(t_{N-1}\right) \bar{L}_{N-1} X\left(t_{N-1}\right)+\bar{\ell}_{N-1} \tag{5.15}
\end{align*}
\]
where obviously \(\tilde{L}_{N-1}=F_{M_{N-1}}+F_{\bar{M}_{N-1}}\) and \(\bar{\ell}_{N-1}=\operatorname{tr}\left[C_{p}(\lambda)\right]\).
Again the optimal cost is quadratic in its initial state \(X\left(t_{N-1}\right)\), we reformulate the hypotheses that the optimal cost value will remain quadratic in its initial state.

Thus, let:
\[
\begin{equation*}
V\left(X\left(t_{k+1}\right), k+1\right)=X^{\prime}\left(t_{k+1}\right) \bar{L}_{k+1} X\left(t_{k+1}\right)+\bar{\ell}_{k+1} \tag{5.16}
\end{equation*}
\]
where \(0 \leq k<N, \bar{L}_{k+1}\) and \(\bar{\ell}_{k+1}\) are some specific constants.
We have to prove the following equation using backwards iaduction
\[
\begin{equation*}
V\left(X\left(t_{k}\right), k\right)=X^{\prime}\left(t_{k}\right) \widetilde{L}_{k} X\left(t_{k}\right)+\bar{\ell}_{k} \tag{5.17}
\end{equation*}
\]

\section*{for \(0 \leq k<N\).}

By the Principle of Optimality in the dynamic programming framework, we have:
\[
\begin{aligned}
V\left(X\left(t_{k}\right), k\right)= & \min _{U_{k} U^{\prime} \tau v_{f, t}} E_{W}\left[E _ { k _ { \Delta + 1 } } \left\{\int _ { t _ { L _ { k } } } ^ { t _ { \omega + 1 } } \left(X^{\prime}(t) C X(t)\right.\right.\right. \\
& \left.\left.\left.+U^{\prime}\left(t, X\left(t_{k}\right)\right) D U\left(t, X\left(t_{k}\right)\right)\right) d t+V\left(X\left(t_{k+1}\right), k+1\right)\right\} \mid X\left(t_{k}\right)\right]
\end{aligned}
\]
where \(U_{k} \equiv U\left(t, X\left(t_{k}\right)\right) \subset U_{T} V_{f,}\).
On the one hand, using a similar approach than previously, we lnow that:
\[
\begin{align*}
E_{w} & {\left[E_{t_{k+1}}\left\{\int_{t_{k}}^{t_{k+1}}\left(X^{\prime}(t) C X(t)+U^{\prime}\left(t, X\left(t_{k}\right)\right) D U\left(t_{1} X\left(t_{k}\right)\right)\right) d t \mid X\left(t_{k}\right)\right\}\right] } \\
& =E_{w}\left[\int_{t_{k}}^{\infty} e^{-\lambda\left(t-t_{k}\right)}\left(X^{\prime}(t) C X(t)+U^{\prime}\left(t, X\left(t_{k}\right)\right) D U\left(t, X\left(t_{k}\right)\right)\right) d \& \mid X\left(t_{k}\right)\right] \tag{5.19}
\end{align*}
\]

On the other hand, as ( \(t_{k+1}-t_{k}\) ) is exponentially distributed in its parameter \(\lambda\), and upon conditioning on \(t_{k}\), we can write:
\[
\begin{align*}
& E_{W}\left[E_{t_{k+1}}\left\{X^{\prime}\left(t_{k+1}\right) \bar{L}_{k+1} X\left(t_{k+1}\right) \mid X\left(t_{k}\right)\right\}\right] \\
& =E_{W}\left[\int_{t_{k}}^{\infty} X^{\prime}\left(t_{k+1}\right) \bar{L}_{k+1} X\left(t_{k+1}\right) \lambda e^{-\lambda\left(t_{k+1}-t_{k}\right)} d t_{t_{k+1}} \mid X\left(t_{k}\right)\right] \\
& =E_{w}\left[\int_{t_{k}}^{\infty} \lambda e^{-\lambda\left(t-t_{\alpha}\right)} X^{\prime}(t) \bar{L}_{k+1} X(t) d t \mid X\left(t_{k}\right)\right] \tag{5.20}
\end{align*}
\]

Therefore (5.18) can be written as:
\[
\begin{align*}
V\left(X\left(t_{k}\right), k\right)= & \min _{u_{k} c^{2} u_{v_{r, t}}} E_{W}\left[\int _ { t _ { k } } ^ { \infty } e ^ { - \lambda ( t - t _ { k } ) } \left(X^{\prime}(t)\left(C+\lambda \bar{L}_{k+1}\right) X(t)\right.\right. \\
& \left.\left.+U^{\prime}\left(t, X\left(t_{k}\right)\right) D U\left(t, X\left(t_{k}\right)\right)\right) d t \mid X\left(t_{k}\right)\right]+\bar{Z}_{k+1} \tag{5.21}
\end{align*}
\]

Again, we recognize (5.21) to be an infinite horizon discounted linear quadratic regulator problem; then using Rishel's result and separation principle, we obtain:
\[
\begin{equation*}
U^{*}\left(t, \widehat{X}\left(t \mid t_{k}\right)\right)=-D^{-1} B^{\prime} K_{k} \hat{X}\left(t \mid t_{k}\right) \tag{5.22}
\end{equation*}
\]
where \(K_{k}\) is the matrix solution of Riccati equation given by:
\[
\begin{equation*}
-K_{k} A-A^{\prime} K_{k}-\lambda K_{k}+K_{k} B D^{-1} B^{\prime} K_{k}-\left(C+\lambda \bar{L}_{k+1}\right)=0 \tag{5.23}
\end{equation*}
\]

\section*{Then we have the following dynamics and cost functional:}
\[
\begin{aligned}
d X(t) & =\left(A X(t)-B D^{-1} B^{\prime} K_{k} \bar{X}\left(t \mid t_{k}\right)\right) d t+G d W(t) \\
d \widehat{X}\left(t \mid t_{k}\right) & =\left(A-B D^{-1} B^{\prime} K_{k}\right) \hat{X}\left(t \mid t_{k}\right) d t \\
\bar{X}\left(t \mid t_{k}\right) & =e^{M_{4}\left(t-t_{s}\right)} X\left(t_{k}\right)
\end{aligned}
\]
where \(M_{k}=A-B D^{-1} B^{\prime} K_{k}\)
\[
\begin{aligned}
V\left(X\left(t_{k}\right), k\right)= & E_{w}\left[\int _ { L _ { * } } ^ { \infty } \operatorname { t r } \left[e ^ { - \lambda ( t - t _ { * } ) } \left(\left(C+\lambda \bar{L}_{k+1}\right) X(t) X^{\prime}(t)\right.\right.\right. \\
& \left.\left.\left.+\widehat{M}_{k} \bar{X}\left(t \mid t_{k}\right) \bar{X}^{\prime}\left(t \mid t_{k}\right)\right)\right] d t \mid X\left(t_{k}\right)\right]+\bar{L}_{k+1}
\end{aligned}
\]

\section*{where \(\widehat{M}_{k}=K_{k}^{\prime} B D^{-1} B^{\prime} K_{k}\)}
\[
\begin{aligned}
V\left(X\left(t_{k}\right), k\right)= & X^{\prime}\left(t_{k}\right)\left(F_{M_{k}}+F_{\widetilde{L}_{2}}\right) X\left(t_{k}\right) \\
& +\operatorname{tr}\left[\left(C+\lambda \widetilde{L}_{k+2}\right) \int_{0}^{\infty} e^{\left(A-\frac{4_{2}}{2}\right) r} \lambda^{-1} G G^{\prime} e^{\left(A^{\prime}-\frac{42}{2}\right) \tau} d \tau\right]+\bar{L}_{k+1} \\
V\left(X\left(t_{k}\right), k\right)= & X^{\prime}\left(t_{k}\right) \widetilde{L}_{k} X\left(t_{k}\right)+\widetilde{l}_{k}
\end{aligned}
\]
where
\[
\begin{aligned}
& \int \bar{L}_{k}=F_{M_{4}}+F_{\widetilde{M}_{4}} \\
& F_{M_{+}}=\int_{0}^{\infty} e^{-\lambda t} e^{M_{1} t}\left(C+\lambda \bar{L}_{k+1}\right) e^{M_{t} t} d t \\
& \left\{F_{\widetilde{M}_{\Delta}}=\int_{0}^{\infty} e^{-\lambda t} e^{M_{k} t} \widehat{M}_{k} e^{M_{t} t} d t\right. \\
& \hat{\ell}_{k}=\operatorname{tr}\left[\left(C+\lambda \tilde{L}_{k+1}\right) p(\lambda)\right]+\widehat{l}_{k+1} \\
& \tilde{L}_{N}=\hat{L}_{N}=0 .
\end{aligned}
\]

We have then proved our main result.
5.1. Scalar Example. We consider the following scalar stochastic differential equation:
\[
\begin{equation*}
d x(t)=a x(t) d t+b u\left(t,\lfloor x\rfloor_{t}\right) d t+g d w(t) \tag{5.30}
\end{equation*}
\]
with the associated cost functional
\[
\begin{equation*}
J\left(x\left(t_{0}\right)\right)=\min _{U \min _{\tau v_{r}}} E_{W}\left[\sum_{i=0}^{N-1} \mathrm{E}_{t_{i+1}}\left\{\int_{t_{i}}^{t_{i+1}}\left(x^{2}(t)+d u^{2}\left(t, x\left(t_{i}\right)\right)\right) d t \mid x\left(t_{i}\right)\right\}\right] . \tag{5.31}
\end{equation*}
\]

Equations (5.30) and (5.31) are a scalar version of equations (2.8) and (2.7).
5.5 OPTMLAL TMME VARUANT CONTROL

\section*{Following the general framework solution elaborated through equations (5.1) to (5.29), we have:}
\[
V\left(I\left(t_{N}\right), N\right)=0 .
\]

At the \((N-1)\) th stage, the optimal cost-to-go is
\(V\left(土\left(t_{N-1}\right), N-1\right)=\min _{u_{N-2}} E_{W}\left[E_{t_{N}}\left\{\int_{t_{N-1}}^{t_{N}}\left(c r^{2}(t)+d v^{2}\left(t_{, N-1} x\left(t_{N-1}\right)\right)\right) d t \mid x\left(t_{N-1}\right)\right\}\right]\) (5.33)
\(V\left(f\left(t_{N-1}\right), N-1\right)=\min _{\min _{N-2} e_{T v_{P N-1}}} E_{W}\left[\int_{t_{N-1}}^{\infty} e^{-\lambda\left(t-t_{N-1}\right)}\left(c r^{2}(t)+d u^{2}\left(t_{,} x\left(t_{N-1}\right)\right)\right) d t \mid x\left(t_{N-1}\right)\right]\)
where \(u_{N-2} \equiv u\left(t_{,} x\left(t_{N-1}\right)\right) \in U_{I} V_{P N-1}\). Therefore
\[
\begin{equation*}
\tau_{i}^{*}\left(t, \widehat{x}\left(t \mid t_{N-1}\right)\right)=-d^{-1} b t_{N-1} \tilde{x}\left(t \mid t_{N-1}\right) \tag{5.35}
\end{equation*}
\]
where \(\bar{x}\left(t \mid t_{N-1}\right)\) is the optimal predictor estimate of \(x(t)\) according to:
\[
\begin{align*}
& \sqrt{I}\left(t t_{N-1}\right)=M_{N-1} \hat{I}\left(t \mid t_{N-1}\right) d t  \tag{5.36}\\
& \bar{I}\left(t t_{N-1}\right)=e^{M_{N-1}\left(t-t_{N-1}\right)_{I}\left(t_{N-1}\right)}
\end{align*}
\]
where \(M_{N-1}=c-b^{2} d^{1} k_{N-1}\).
The gain \(\boldsymbol{k}_{\mathbf{N - 1}}\) is a solution of the algebraic Riccati equation:
\[
\begin{equation*}
b^{2} d^{-2} k_{N-1}^{2}-(2 a+\lambda) k_{N-1}-c=0 \tag{5.38}
\end{equation*}
\]

Thus, we have a closed-loop system with the following dynamics:
\[
\begin{aligned}
d x(t) & =\left(a x(t)-b^{2} d^{-1} k_{N-1} \hat{x}\left(t \mid t_{N-1}\right)\right) d t+g d w(t) \\
d \widehat{x}\left(t \mid t_{N-1}\right) & =M_{N-1} \hat{x}\left(t \mid t_{N-1}\right) d t
\end{aligned}
\]
with the resulting optimal cost-to-go is given by:
\(V\left(x\left(t_{N-1}\right), N-1\right)=E_{W}\left[\int_{t_{N-1}}^{\infty} e^{-\lambda\left(t-t_{N-1}\right)}\left(c x^{2}(t)+\bar{M}_{N-1} \widetilde{x}^{2}\left(t \mid t_{N-2}\right)\right) d t \mid x\left(t_{N-1}\right)\right]\)
where \(\widehat{M}_{N-1}=k_{N-1}^{2} b^{2} d^{-2}\).
Using equations (5.12) - (5.14), we can compute easily the optimal cost expressed explicitly by: \(V\left(x\left(t_{N-1}\right), N-1\right)=\left(\lambda-2\left(a-b^{2} d^{-1} k_{N-1}\right)\right)^{-1}\left(c+k_{N-1}^{2} b^{2} d^{-1}\right) x^{2}\left(t_{N-1}\right)+c g^{2}(\lambda(\lambda-2 a))^{-1}\)
\[
\begin{equation*}
V\left(=\left(t_{N-1}\right), N-1\right)=\bar{L}_{N-1} x^{2}\left(t_{N-1}\right)+\bar{\ell}_{N-1} . \tag{5.43}
\end{equation*}
\]

Applying equations (5.18) to (5.28), we can compute explicitly, for an arbitrary stage, \(\bar{L}_{k}\) and \(\bar{\zeta}_{k}\) in:
\[
V\left(x\left(t_{k}\right), k\right)=\bar{L}_{k} x^{2}\left(t_{k}\right)+\widehat{L}_{k}
\]
which is a scalar version of equation (5.17). This means that the structure of the optimal cost remains quadratic in its initial state from stage to another. Let us write from these equations ((5.18) - (5.28)), the major scalar steps:
-
\[
\begin{aligned}
V\left(x\left(t_{k}\right), k\right)= & \min _{u \infty}\left\{E _ { w } \left[\int _ { t _ { 4 } } ^ { \infty } e ^ { - \lambda ( t - v _ { p + s } ) } \left(\left(c+\lambda \bar{L}_{k+1}\right) x^{2}(t)\right.\right.\right. \\
& \left.\left.\left.+d u^{2}\left(t, x\left(t_{k}\right)\right)\right) d t \mid x\left(t_{k}\right)\right]\right\}+\bar{l}_{k+1}
\end{aligned}
\]
where \(u_{k} \equiv u\left(t, x\left(t_{k}\right)\right) \in \mathcal{U}_{T v_{F, h}}, \bar{L}_{k+1}\) and \(\hat{\ell}_{k+1}\) are some given constants.
-
\[
\begin{equation*}
u^{-}\left(t, \bar{x}\left(t \mid \dot{z}_{k}\right)\right)=-d^{-1} b k_{k} \bar{x}\left(t \mid z_{k}\right) \tag{5.46}
\end{equation*}
\]
where \(k_{k}\) is the solution of Riceati equation
\[
b^{2} d^{-1} k_{k}^{2}-(2 a+\lambda) k_{k}-\left(c+\lambda \tilde{L}_{k+1}\right)=0
\]
- We have the following dynamics and cost functional:
\[
\begin{aligned}
d x(t)= & \left(a x(t)-b^{2} d^{-1} k_{k} \bar{x}\left(t \mid t_{k}\right)\right) d t+g d w(t) \\
d \bar{x}\left(t \mid t_{N-i}\right)= & M_{k} \bar{x}\left(t \mid t_{k}\right) d t \\
M_{k}= & a-b^{2} d^{-1} k_{k} \\
V\left(x\left(t_{k}\right), k\right)= & E_{w}\left[\int _ { t _ { k } } ^ { \infty } e ^ { - \lambda ( t - \varepsilon _ { k } ) } \left(\left(c+\lambda \bar{L}_{k+1}\right) x^{2}(t)\right.\right. \\
& \left.\left.+\widehat{M}_{k} \widetilde{工}^{2}\left(t \mid t_{k}\right)\right) d t \mid x\left(t_{k}\right)\right]+\widehat{\ell}_{k+1}
\end{aligned}
\]
where \(\widehat{M}_{k}=k_{k}^{2} b^{2} d^{-2}\).

\section*{- After appropriate computations, we obtain}
\[
\left.\begin{array}{rl}
V\left(x\left(t_{k}\right), k\right)= & \left(\lambda-2\left(a-b^{2} d^{-1} k_{k}\right)\right)^{-2}\left(c+\lambda \bar{L}_{k+1}+k_{k}^{2} b^{2} d^{-1}\right) z^{2}\left(t_{k}\right) \\
& +\left(c+\lambda \bar{L}_{k+1}\right) g^{2}(\lambda(\lambda-2 a))^{-1}+\bar{I}_{k+1}  \tag{5.51}\\
V\left(x\left(t_{k}\right), k\right)= & \bar{L}_{k} x^{2}\left(t_{k}\right)+\bar{\ell}_{k}
\end{array}\right\}
\]

\section*{6. Conclusion}

The class of problems studied in this chapter are open to generalization to problems which appear to be significantly more difficult; for instance, we consider the case where:
(a) The total number of observations \(N\) is random and unknown to the controller.
(b) One has the option to pay for a fixed sum in order to obtain the value of an observation occurring at a random time, and where the total performance cost is the LQG cost given below, plus the total observation cost payed over the time horizon of the problem.
(c) The stochastic differential equation described in (2.1) has random and time variant ioefficients.
(d) The observations instants are distributed according to another probabilistic distribution.
7. Appendix
\[
\begin{align*}
& J\left(X\left(t_{0}\right)=\min _{U \sin , t} E_{w, t}\left[\int_{t_{0}}^{t_{N}} \ell(X(t), U(t)) d t\right]\right.  \tag{7.1}\\
& =\min _{U \in u_{P S}} E_{W, t}\left[\sum_{i=0}^{N-1} \int_{t_{0}}^{t_{i+1}} \ell(X(t), U(t)) d t\right]  \tag{7.2}\\
& =\min _{U \in u_{r j}} \mathrm{E}_{W}\left[\sum_{i=0}^{N-1} \mathrm{E}_{t}\left\{\int_{t_{1}}^{t_{i+s}} \ell(X(t), U(t)) d t \mid X\left(t_{0}\right), \ldots, X\left(t_{i}\right)\right\}\right]  \tag{7.3}\\
& =\min _{U \operatorname{cist}} E_{W}\left[\sum_{i=0}^{N-1} E_{n}\left\{\int_{t_{4}}^{t_{t+1}} \ell(X(t), U(t)) d t \mid X\left(t_{i}\right)\right\}\right] \\
& =\min _{U_{e} u_{F S}} E_{W}\left[\sum_{i=0}^{N-1} E_{t_{++1}}\left\{\int_{t_{t}}^{t_{i+1}} \ell(X(t), U(t)) d t \mid X\left(t_{i}\right)\right\}\right] .
\end{align*}
\]

\section*{aBFERENCES}

\section*{Concerning equations (7.1) to (7.5), note that:}
(7.1) to (7.2) is justified by the decomposition of the continuous time domain into a finite set of \(N\) disjoint intervals \(\left[t_{i}, t_{i+1}\right)\).
(7.3) is a consequence of smoothing property of conditional expectation (7.4) relies on the fact that the stochastic process \(\left\{X\left(t_{i}\right), i \geq 0\right\}\) is a Markov process.
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\section*{CHAPTER 6}

\section*{Gradient Estimation for Ratios}
1. Introduction

Let \((A, B)\) be a pair of jointly distributed real-valued random variables. The estimation of the ratio \(\alpha=\mathrm{E}[A] / \mathrm{E}[B]\) is known, in the simulation literature, as the ratio estimation problem. Such ratio estimation problems arise in many different applications settings. For example, it is well known that the steady-state mean of a positive recurrent regenerative stochastic process can be expressed as such a ratio of expectations; see, for example, Section 3.32 of [2], or Chapter 2 of [15]. In Section 2 of this chapter, we will discuss the ratio estimation problem in greater detail and offer additional examples. It will turn out that the infinite-horizon discounted cost of a non-delayed regenerative process can also be expressed in terms of an appropriately chosen ratio estimation problem. This fact was first pointed out by [ 3 ].

Recently, the simulation community has devoted a great deal of attention to the use of simulation as an optimization tool. An important component of this research effort has been the development of estimation methodology for computing the gradient of a real-valued performance measure with respect to a (finite-dimensional) decision parameter vector. Such gradients play an important role in many iterative algorithms for performing both constrained and unconstrained mathematical optimization. This chapter is intended as a study of the question of how to use this gradient estimation methodology in the setting of the ratio estimation problem.

The chapter is organized as follows. In Section 2, a number of different applications in which ratio estimation problems arise are discussed, and the mathematical framework for the remainder of the chapter is described. Section 3 is devoted to deriving a confidence interval methodology for estimating the partial derivative of a ratio. In addition, a joint central-limit theorem for the simultaneous ertimation of the entire gradient is obtained. In Section 4, low-bias estimation issues are discussed. Section 5 concludes the chapter with a brief summary. The proof of our main theorem (Theorem 1) is given in the Appendix.
6.2 EXAMPLES OF RATIO ESTMCATION PROBLEMS

\section*{2. Examples of Ratio Estimation Problems}

As discussed in the introduction, the ratio estimation problem is concerned with the estimation of the ratio
\[
\alpha=\frac{E[A]}{E[B]}
\]
where \((A, B)\) is a pair of jointly distributed real-valued random varisbles. We now proceed to offer several examples of this estimation problem.

Example 1. Let \(X=\{X(t), t \geq 0\}\) be a real-valued (possibly) delayed regenerative process with regenerative times \(0 \leq T(0)<T(1)<\cdots\). For \(i \geq 1\), let
\[
\begin{aligned}
& \bar{A}_{i}=\int_{T(i-1)}^{T(i)}|X(s)| d s \\
& A_{i}=\int_{T(i-1)}^{T(i)} X(s) d s \\
& B_{i}=T(i)-T(i-1)
\end{aligned}
\]

If \(\mathrm{E}\left[\bar{A}_{1}+B_{1}\right]<\infty\), then it can be shown (see, for example, [1], or [15]) that
\[
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} X(s) d s \stackrel{a . s}{=} a=E\left[A_{1}\right] / E\left[B_{1}\right]
\]

Hence, as discussed in the introduction, the steady-state mean of such a process can be expressed as the ratio of the two expectations \(E\left[A_{1}\right]\) and \(E\left[B_{1}\right]\).

Example 2. Let \(X=\{X(t), i \geq 0\}\) be a non-delayed regenerative process, taking values in a state space \(S\), with regenerative times \(0=T(0)<T(1)<\cdots\). Let \(f\) and \(g\) be two real-valued non-negative (measurable) functions defined on \(S\), and set
\[
\begin{aligned}
V(t) & =\int_{0}^{t} g(X(s)) d s \\
\alpha & =E\left[\int_{0}^{\infty} \exp [-V(t)] f(X(t)) d t\right] .
\end{aligned}
\]

Then, \(\alpha\) is the infinite-horizon expected discounted cost, the process \(g(X(t))\) corresponds to the (state-dependent) discount rate at time \(t\), and \(f(X(t))\) is the (undiscounted) rate at which cost is incurred at time \(t\). A common choice for \(g\) is the one in which \(g(\cdot)\) is constant and equal to \(\rho>0\), in which case
\[
\alpha=\mathrm{E}\left[\int_{0}^{\infty} \exp [-\rho t] f(X(t)) d t\right]
\]
is the infinite-horizon \(\rho\)-discounted cost. Let
\[
\begin{aligned}
& A_{1}=\int_{T(0)}^{T(1)} \exp \left[-\int_{0}^{t} g(X(s)) d s\right] f(X(t) j d t \\
& C_{1}=\exp [-V(T(1))] \\
& B_{1}=1-C_{1}
\end{aligned}
\]

Becanse of the regenerative structure of \(X\), it is evident that \(\alpha\) satisfies the equation \(\alpha=E\left[A_{1}\right]+\) \(E\left[C_{2}\right] \alpha\). Thus, if \(E\left[C_{2}\right]<1\), it follows that \(\alpha\) is finite and can be expressed as
\[
\alpha=\frac{E\left[A_{1}\right]}{E\left[B_{1}\right]} .
\]

Hence, the infinite-horizon discounted cost for a regenerative process can be expressed in terms of a ratio estimation problem; see [3] for further details.

Example 3. Let \(\boldsymbol{X}\) be a regenerative process as in Example 2, and assume that \(\boldsymbol{X}\) bas right-continuous paths with left limits. Let \(F\) be \(a\) non-empty subset of the state space \(S\), and let \(\tau(F)=\inf \{t \geq 0 \mid X(t) \in F\}\) be the first hitting time of the subset \(F\). Then,
\[
\alpha=E[r(F)]
\]
is the mean hitting time of \(F\). Such expectations are of interest, for example, in the reliability setting, in which case \(T(F)\) would typically correspond to the system failure time, and \(T(1)\) to a time at which the system is brought back to an "as good as new" state. Let
\[
\begin{aligned}
& A_{1}=\min [\tau(F), T(1)] \\
& B_{1}=I[r(F)<T(1)],
\end{aligned}
\]
where \(I\) denotes the indicator function. If \(P[\tau(F)<\infty]>0\) (note that this is equivalent to requiring that \(P[\tau(F)<T(1)]>0)\), it is easily shown that
\[
\alpha=\frac{E\left[A_{2}\right]}{E\left[B_{1}\right]} .
\]

See [7] for additional details. Thus, the mean hitting time of a regenerative process can be formulated in terms of the ratio estimation problem.

Example 4. Let \(X\) be a real-valued random variable and let \(C\) be an event with \(P(C)>0\). Suppose that we wish to estimate
\[
\alpha=E[X \mid C],
\]
namely the conditional expectation of \(X\), given that the event \(C\) has occurred. If \(E[X \|<\infty\), then we can express \(\alpha\) iti terms of the ratio \(\alpha=E\left[A_{1}\right] / E\left[B_{1}\right]\), where
\[
\begin{aligned}
& A_{1}=X I(C) \\
& B_{1}=I(C)
\end{aligned}
\]

Hence, conditional expectations are expressable in terms of the ratio estimation problem.
Thus, the ratio estimation problem arises in a variety of different applications contexts. We shall now introduce a decision parameter vector \(\theta\) into the discussion. For each \(\theta \in \mathbf{R}^{\boldsymbol{d}}\), let \(P_{\theta}\) be the probability measure associated with the parameter value \(\theta\), and let \(E_{0}\) be its corresponding expectation operator. In addition, we shall permit the random variable \(A(\theta)\) and \(B(\theta)\) to depend explicitly on \(\theta \subset \mathbf{R}^{d}\). Then, for each \(\theta \subset \mathbf{R}^{d}\), the ratio of expectations can be expressed in the form
\[
\alpha(\theta)=\frac{u(\theta)}{\ell(\theta)}
\]
xhere \(u(\theta)=\mathrm{E}_{\theta}[A(\theta)]\) and \(\ell(\theta)=\mathrm{E}_{\theta}[B(\theta)]\). Given our above examples, computing the gradient of such a ratio \(\alpha(\theta)\) is useful for sensitivity analysis or optimization of any of the following: steady-state costs or rewards in regenerative processes; infinite-horizon discounted costs; mean time to failure in reliability systems; conditional expectations and probabilities.

\section*{3. Confidence Intervals For Gradient Estimators of Ratios}

Let \(\theta_{0}\) e \(\mathbb{R}^{d}\) be fixed. In order for the gradient estimation problem to make sense, we shall require that both \(u(\cdot)\) and \(\ell(\cdot)\) have gradients at \(\theta=\theta_{0}\). We shall further assume that there exists unbiased estimators for not only \(u\left(\theta_{0}\right)\) and \(\ell\left(\theta_{0}\right)\), bat also their gradients \(\nabla u\left(\theta_{0}\right)\) and \(\nabla \ell\left(\theta_{0}\right)\). Focussing now on the \(i\)-th component of the gradient, we shall specifically assume that there exist jointly distributed random variables \((A, B, C, D)\) such that
\[
\begin{aligned}
& E[A]=u\left(\theta_{0}\right) \\
& E[B]=\ell\left(\theta_{0}\right) \\
& E[C]=\left.\delta_{i} u\left(\theta_{0}\right) \stackrel{\operatorname{def}}{=} \frac{\partial}{\partial \theta_{i}} u(\theta)\right|_{\theta=\theta_{0}} \\
& E[D]=\left.\partial_{i} \ell\left(\theta_{0}\right) \stackrel{\operatorname{def}}{=} \frac{\partial}{\partial \theta_{i}} \ell(\theta)\right|_{\theta=\theta_{0}}
\end{aligned}
\]
where \(\partial_{i}\) denotes the partial derivative with respect to \(\theta_{i}\), and \(\theta_{i}\) is the \(i\)-th component of \(\theta\).
There is now a great deal of literature on various ways of constructing unbiased estimators for \(\partial_{i} u\left(\theta_{0}\right)\) and \(\partial_{i} \ell\left(\theta_{0}\right)\). The two principal approaches that have been explored are likelihood ratio gradient estimation (see [5] for a survey) and infinitesimal perturbation analysis (see [4]). For links between the two methods and for a general survey, see [10] and [11].

\section*{6. CONFDENCE INTERVALS FOR GRADIENT ESTMATORS OF RATIOS}

We shall now assume that it is possible for the simulator to generate a sequence \(\left\{\left(A_{j}, B_{j}, C_{j}, D_{j}\right), j \geq\right.\) 1\} of i.i.d. replicates of the random vector ( \(A, B, C, D\) ). In each of the problem settings described in Section 2, this is typically straightforward.

To estimate
\[
\begin{aligned}
\partial_{i} \alpha\left(\theta_{0}\right) & =\frac{\ell\left(\theta_{0}\right) \partial_{i} u\left(\theta_{0}\right)-u\left(\theta_{0}\right) \partial_{i} \ell\left(\theta_{0}\right)}{\ell\left(\theta_{0}\right)} \\
& =\frac{\partial_{i} u\left(\theta_{0}\right)-\alpha\left(\theta_{0}\right) \partial_{i} \ell\left(\theta_{0}\right)}{\ell\left(\theta_{0}\right)},
\end{aligned}
\]
the natural estimator to use is
\[
\delta_{i}(n)=\frac{\bar{C}_{n}-\alpha_{n} \bar{D}_{n}}{\bar{B}_{n}}
\]
where
\[
\begin{aligned}
& \bar{A}_{n}=\frac{1}{n} \sum_{j=1}^{n} A_{j} \\
& \bar{B}_{n}=\frac{1}{n} \sum_{j=1}^{n} B_{j} \\
& \bar{C}_{n}=\frac{1}{n} \sum_{j=1}^{n} C_{j} \\
& \bar{D}_{n}=\frac{1}{n} \sum_{j=1}^{n} D_{j}
\end{aligned}
\]
and
\[
\alpha_{n}=\bar{A}_{n} / \bar{B}_{n} .
\]

Our first proposition states that under reasonable conditions, \(\delta_{i}(n)\) is a consistent estimator for \(\partial_{1} \alpha\left(\theta_{0}\right)\). The proof is straightforward and therefore omitted.

Proposition 1. Suppose that \(\mathrm{E}\left[\left|A_{1}\right|+\left|B_{1}\right|+\left|C_{2}\right|+\left|D_{1}\right|\right]<\infty\) and that \(\mathrm{E}\left[B_{1}\right] \neq 0\). Ther,
\[
\lim _{n \rightarrow \infty} \delta_{i}(n) \stackrel{a n}{=} \partial_{i} \alpha\left(\theta_{0}\right) . \text {. }
\]

To develop a confidence interval methodology for \(\partial_{i}(n)\), we need a central-limit theorem (CLT)
for the estimator. Let
\[
\begin{aligned}
Z_{j} & =A_{j}-\alpha\left(\theta_{0}\right) B_{j} \\
W_{j} & =C_{j}-\alpha\left(\theta_{0}\right) D_{j}-\partial_{i} \alpha\left(\theta_{0}\right) B_{j}
\end{aligned}
\]
and note that under the assumptions of Proposition 1, \(\mathrm{E}\left[Z_{j}\right]=\mathrm{E}\left[W_{j}\right]=0\). This observation is an important elemert in the proof of the following theorem.

Theonem 1. Assume that \(\mathrm{E}\left[Z_{1}^{2}+\mathrm{W}_{1}^{2}\right]<\infty\). If, in addition, the conditions of Proposition 1 are in force, then
\[
\sqrt{n}\left[\delta_{i}(n)-\partial_{i} \alpha\left(\theta_{0}\right)\right] \Rightarrow \sigma N(0,1)
\]
as \(n \rightarrow \infty\), where
\[
\sigma^{2}=\frac{E\left[W_{3}-\left(E\left[D_{2}\right] / E\left[B_{1}\right]\right) Z_{1}\right]^{2}}{\left(E\left[B_{1}\right]\right)^{2}}
\]

Theorem 1 has been previously established, using different methods, by [14] in the context of likelihood ratio gradient estimation for regenerative steady-state simulation. Their expression for the variance constant \(\sigma^{2}\) is formally different, but algebraically identical.

The final step need to develop a confidence interval methodology for \(\delta_{i}(n)\) is the construction of an appropriate estimator for \(\sigma^{2}\). Let
\[
v(n)=\frac{\frac{1}{n} \sum_{j=1}^{n}\left[\widehat{W}_{j}-\left(\bar{D}_{n} / \bar{B}_{n}\right) \bar{Z}_{j}\right]^{2}}{\left(\bar{B}_{n}\right)^{2}}
\]
where
\[
\begin{aligned}
& \widehat{z}_{j}=A_{j}-\alpha_{n} B_{j} \\
& \widehat{W}_{j}=C_{j}-\alpha_{n} D_{j}-\delta_{i}(n) B_{j}
\end{aligned}
\]

The next proposition gives conditions under which \(v(n)\) is strongly consistent for \(\sigma^{2}\). The proof is straightforward and therefore omitted.

Proposition 2. Suppose that \(\mathrm{E}\left[A_{1}^{2}+B_{1}^{2}+C_{1}^{2}+D_{2}^{2}\right]<\infty\). If \(\mathrm{E}\left[B_{1}\right] \neq 0\), then
\[
\lim _{n \rightarrow \infty} v(n) \stackrel{a .0}{=} \sigma^{2} .
\]

We note that if \(v(n)\) is computed via a two-pass approach in which \(\alpha_{n}\) and \(\delta_{i}(n)\) are computed in the first pass through the data \(\left\{\left(A_{j}, B_{j}, C_{j}, D_{j}\right), 1 \leq j \leq n\right\}\) and the sum of squares computed in the second pass, then it is essentially guaranteed that \(v(n)\) will be computed as a non-negative quantity on any finite-precision computer. More importantly, this means of computing \(v(n)\) is likely to be more stable numerically than that associated with the computation described in [14].

We are now ready to describe a general confidence interval methodology for estimating partial derivatives of ratios.. Suppose that we wish to compute a \(100(1-\delta) \%\) confidence interval for \(\partial_{1} \alpha\left(\theta_{0}\right)\). We use the following procedure:

Algorithm CI.
1 Generate \(\left\{\left(A_{j}, B_{j}, C_{j}, D_{j}\right), j \geq 1\right\}\).
2 Compute \(\alpha_{n}\) and \(\delta_{i}(n)\).
3 Compute \(v(n)\) (using the two-pass approach described above).
4 Find \(z(\delta)\) such that \(P[N(0,1) \leq z(\delta)]=1-\delta / 2\).
5 Compute
\[
\begin{aligned}
& L_{n}=\delta_{i}(n)-z(\delta) \sqrt{v(n) / n)} \\
& U_{n}=\delta_{i}(n)+z(\delta) \sqrt{v(n) / n)}
\end{aligned}
\]

Then, \(\left[L_{n}, U_{n}\right]\) is an (approximate) \(100(1-\delta) \%\) confidence interval for \(\delta_{i} \alpha\left(\theta_{0}\right)\). In particular, if the conditions of Proposition 2 are in force and \(\sigma^{2}>0\), then
\[
\lim _{n \rightarrow \infty} P\left[\partial_{i} \propto\left(\theta_{0}\right) \in\left[L_{n}, U_{n}\right]\right]=1-\delta .
\]

We conclude this section with a brief discussion of the problem of generating a confidence region for the vector \(\left(\alpha\left(\theta_{0}\right), \partial_{2} \alpha\left(\theta_{0}\right), \ldots, \partial_{d} \alpha\left(\theta_{0}\right)\right)\). A joint confidence region could be of potential interest in a number of optimization settings, since virtually all iterative (deterministic) optimization algorithms choose their search direction, at each iteration, by considering the full gradient.

Let \(C(i)\) and \(D(i)\) be unbiased estimators for \(\partial_{i} u\left(\theta_{0}\right)\) and \(\partial_{i} \ell\left(\theta_{0}\right)\), so that
\[
\begin{aligned}
& E[C(i)]=\delta_{i} u\left(\theta_{0}\right) \\
& E[D(i)]=\delta_{i} \ell\left(\theta_{0}\right) .
\end{aligned}
\]

If \(\left\{\left(A_{j}, B_{j}, C_{j}(1), D_{j}(1), \ldots, C_{j}(d), D_{j}(d), 1 \leq j \leq \pi\right\}\right.\) is a set of \(n\) i.i.d. replicates of the random vector \((A, B, C(1), D(1), \ldots, C(d), D(d))\), then the estimators \(\alpha_{n}, \delta_{2}(n), \ldots, \delta_{d}(n)\) can be constructed from the sample in the obvious way, namely
\[
\begin{aligned}
\alpha_{n} & =\bar{A}_{n} / \bar{B}_{n} \\
\delta_{i}(n) & =\left(C_{n}(i)-\alpha_{n} \bar{D}_{n}(i)\right) / B_{n} .
\end{aligned}
\]

Define
\[
W_{j}(i)=C_{j}(i)-\alpha\left(\theta_{0}\right) D_{j}(i)-\partial_{i} \alpha\left(\theta_{0}\right) B_{j} .
\]

We are now ready to state a joint CLT for \(\left(\alpha_{n}, \delta_{1}(n), \ldots, \delta_{d}(\Omega)\right)\).
Theorem 2. Assume that \(\mathrm{E}\left[A_{1}^{2}+B_{1}^{2}+C_{1}^{2}(1)+D_{1}^{2}(1)+\cdots+C_{1}^{2}(d)+D_{1}^{2}(d)\right]<\infty\). If \(\mathrm{E}\left[B_{1}\right] \neq 0\), then
\[
\sqrt{n}\left[\alpha_{n}-\alpha\left(\theta_{0}\right), \delta_{1}(n)-\partial_{1} \alpha\left(\theta_{0}\right), \ldots, \delta_{d}(n)-\partial_{d} \alpha\left(\theta_{0}\right)\right] E\left[B_{1}\right] \Rightarrow N(0, C)
\]
6.4 LOW BUS ESIMAATION FOR THE GRADIENT OF A RATIO
as \(n \rightarrow \infty\), where \(C=\left(C_{i j}, 0 \leq i, j \leq d\right)\) is a covariance matris whose elements are given by
\[
\begin{aligned}
C_{00} & =\mathrm{E}\left[Z_{i}^{2}\right] \\
C_{0 i} & =C_{i 0} \\
& =\mathrm{E}\left[\left(W_{1}(i)-\frac{E\left[D_{2}(i)\right]}{E\left[B_{1}\right]} Z_{1}\right) Z_{2}\right] \\
C_{i j} & =C_{i i} \\
& =E\left[\left(W_{1}(i)-\frac{E\left[D_{2}(i)\right]}{E\left[B_{1}\right]} Z_{1}\right)\left(W_{1}(j)-\frac{E\left[D_{1}(j)\right]}{E\left[B_{2}\right]} Z_{1}\right)\right]
\end{aligned}
\]
for \(1 \leq i, j \leq d\).

The proof of this theorem mirrors that of Theorem 1 and is therefore omitted.
A procedure for producing asymptotically valid confidence regions for ( \(\alpha\left(\theta_{0}\right), \partial_{1} \alpha\left(\theta_{0}\right) \ldots \partial_{d} \alpha\left(\theta_{0}\right)\) ) can now easily be derived, using the same ideas as those described earlier in this section for \(\partial_{i} \alpha\left(\theta_{0}\right)\).
4. Low Bias Estimation for the Gradient of a Ratio

Since the gradient of the ratio is a nonlinear function of the expectations \(E[A], E[B], E[C(1)]\), \(\mathrm{E}[D(1)], \ldots, \mathrm{E}[C(d)], \mathrm{E}[D(d)]\), it follows that the estimator \(\delta_{i}(n)\) is, in general, biased for \(\partial_{1} \alpha\left(\theta_{0}\right)\). We will now proceed to (formally derive a bias expansion for \(\delta_{i}(n)\). The proof of Theorem 1 shows that
\[
\begin{equation*}
\delta_{i}(n)-\partial_{i} \alpha\left(\theta_{0}\right)=\frac{\bar{W}_{n}-\left(\bar{D}_{n} / \bar{B}_{n}\right) \bar{Z}_{n}}{\bar{B}_{n}} \tag{4.1}
\end{equation*}
\]

We would like to approximate the expectation of that. We note that since \(\bar{B}_{n}\) is close to \(\mu \stackrel{\text { def }}{=} \mathrm{E}\left[B_{2}\right]\) for large \(n\), we can use the power series expansion for \(f(x)=(1-x)^{-1}\) to obtain
\[
\begin{aligned}
\frac{1}{\bar{B}_{n}} & =\frac{1}{\mu}\left[1-\left(1-\frac{\bar{B}_{n}}{\mu}\right)\right]^{-1} \\
& =\mu^{-1}\left[1+\left(1-\frac{\bar{B}_{n}}{\mu}\right)+\left(1-\frac{\bar{B}_{n}}{\mu}\right)^{2}+\cdots\right] \\
& \approx \mu^{-1}\left[1+\left(1-\frac{\bar{B}_{n}}{\mu}\right)\right] \\
& =\frac{2 \mu-\bar{B}_{n}}{\mu^{2}} .
\end{aligned}
\]

\subsection*{6.4 LOW BUA ESTMMATION FOR THE GRADIENT OF A RATIO}

\section*{Using this approximation in (4.1), we find that}
\[
\begin{align*}
\delta_{i}(n)-\partial_{i} \propto\left(\theta_{0}\right) & \approx \frac{2 \mu-\bar{B}_{n}}{\mu^{2}}\left(W_{n}-\frac{\bar{Z}_{n} \bar{D}_{n}}{\bar{B}_{n}}\right) \\
& =\frac{2 \bar{W}_{n}}{\mu}+\frac{\bar{Z}_{n} \bar{D}_{n}-\bar{B}_{n} W_{n}}{\mu^{2}}-\frac{2 \bar{Z}_{n} \bar{D}_{n}}{\mu \bar{B}_{n}} \\
& \approx \frac{2 W_{n}}{\mu}+\frac{\bar{Z}_{n} D_{n}-\bar{B}_{n} W_{n}}{\mu^{2}}-\frac{2 \bar{Z}_{n} \bar{D}_{n}\left(2 \mu-\bar{B}_{n}\right)}{\mu^{3}} \\
& =\frac{2 W_{n}}{\mu}-\frac{\bar{Z}_{n} D_{n}+\bar{B}_{n} W_{n}}{\mu^{2}}+\frac{2 \bar{Z}_{n} \bar{D}_{n} \bar{B}_{n}}{\mu^{3}} \tag{4.2}
\end{align*}
\]
where \(\bar{B}_{n}=\bar{B}_{n}-\mu\). Recall that \(E\left[W_{j}\right]=E\left[Z_{j}\right]=0\). Observe that for \(i \neq j, E\left[B_{i} W_{j}\right]=E\left[B_{i}\right] E\left[W_{j}\right]=\) 0 , since \(B_{i}\) and \(W_{j}\) are independent. Therefore
\[
\mathrm{E}\left[\bar{B}_{n} \bar{W}_{n}\right]=\frac{1}{n^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} \mathrm{E}\left[B_{i} W_{j}\right]=\frac{E\left[B_{2} W_{2}\right]}{n} .
\]

Similarly, \(\mathrm{E}\left[\bar{Z}_{n} \bar{D}_{n}\right]=\mathrm{E}\left[Z_{1} D_{1}\right] / n\). Also, \(\mathrm{E}\left[Z_{i} D_{j}\left(B_{k}-\mu\right)\right]=0\) whenever \(i \neq k\). Therefore,
\[
E\left[Z_{n} \bar{D}_{n} \tilde{B}_{n}\right]=\frac{E\left[Z_{1} D_{1}\left(B_{1}-\mu\right)\right]}{n^{2}}+\frac{(n-1) E\left\{Z_{1}\left(B_{1}-\mu\right)\right] E\left[D_{1}\right]}{n^{2}}
\]
\[
=\frac{E\left[Z_{1} B_{1}\right] E\left[D_{1}\right]}{n}+o(1 / n) .
\]

Now taking the expectation in (4.2) yields
\[
\mathrm{E}\left[\delta_{i}(n)\right]-\delta_{1} \alpha\left(\theta_{0}\right) \approx \frac{2 \mathrm{E}\left[Z_{1} B_{1}\right] \mathrm{E}\left[D_{1}\right]-\mu \mathrm{E}\left[B_{1} W_{1}+Z_{1} D_{2}\right]}{n \mu^{3}} .
\]

This bias approximation suggests an obvious means of reducing the bias of gradient estimators for ratios. The idea is to estimate the bias term and correct for it by subtracting of the estimated bias. In this case, this approach leads to the estimator
\[
\tilde{\delta}_{i}(n)=\delta_{i}(n)-\frac{2 \bar{D}_{n} \sum_{j=1}^{n} \widehat{Z}_{j} B_{j}}{n^{2} \bar{B}_{n}^{3}}+\frac{\sum_{j=1}^{n}\left(B_{j} \bar{W}_{j}+\widehat{z}_{j} D_{j}\right)}{n^{2} \bar{B}_{n}^{2}},
\]
where \(\widehat{Z}_{j}\) and \(\widehat{W}_{j}\) are defined just before the statement of Proposition 2 in Section 3.
Under the appropriate regularity hypotheses, and by applying techniques similar to those used in [ 6\(]\), one can rigorously prove that \(\bar{\delta}_{1}(n)\) reduces the asymptotic bias, in the sense that
\[
E\left[\bar{\delta}_{i}(n)\right]=\partial_{i} \alpha\left(\theta_{0}\right)+o(1 / n)
\]

A second approach that is frequently used to correct for "monlinearity bias" of the above type is to "jackknife" the estimator. Specifically, for \(1 \leq j \leq n\), let
\[
\begin{aligned}
& a_{n(j)}=\frac{\sum_{k=1, k \neq j}^{n} A_{k}}{\sum_{k=1, k \neq j} B_{k}} \\
& \beta_{n(j)}=\frac{\left(\sum_{k=1, k \neq j}^{n} C_{j}\right)-a_{n(j)} \sum_{k=1, k \neq j}^{n} D_{j}}{\sum_{k=1, k \neq j}^{n} B_{j}} \\
& \delta_{n(j)}=n a_{n}(j)-(n-1) \beta_{n(j)} .
\end{aligned}
\]

Then,
\[
\delta_{i}^{J}(n)=\frac{1}{n} \sum_{j=1}^{n} \delta_{n(j)}
\]
is the jacklmife estimator for \(\partial_{i} \alpha\left(\theta_{0}\right)\). Also,
\[
\sqrt{n} \frac{\left(\delta_{1}^{J}(n)-\partial_{i} \alpha\left(\theta_{0}\right)\right)}{s^{J}(n)} \Rightarrow N(0,1)
\]
where
\[
\left(s^{J}(n)\right)^{2}=\frac{1}{n-1} \sum_{j=1}^{n}\left(\delta_{n(j)}-\delta_{i}^{J}(n)\right)^{2}
\]
is a consistent variance estimator. As in the case of the estimator \(\widetilde{\delta}_{i}(n)\), one can prove rigorously (under suitable regularity hypotheses) that the estimator \(\delta_{i}^{J}(n)\) reduces asymptotic bias, in the sense that
\[
E\left[\delta_{i}^{J}(n)\right]=\partial_{1} \alpha\left(\theta_{0}\right)+o(1 / n)
\]

It turns out that the improved bias characteristics of these estimators are cost-less relative to the variance, in the sense that the estimators \(\bar{\delta}_{i}(n)\) and \(\delta_{i}^{J}(n)\) obey precisely the same CLT as does \(\delta_{i}(n)\). Hence, the estimators exhibit the same degree of asymptotic variability.

Theorem 3. Assume that \(\mathrm{E}\left[A_{1}^{2}+B_{1}^{2}+C_{1}^{2}+D_{1}^{2}\right]<\infty\) and that \(\mathrm{E}\left[B_{1}\right] \neq 0\). Then,
\[
\begin{aligned}
& \sqrt{\pi}\left(\bar{\delta}_{i}(n)-\partial_{i} \alpha\left(\theta_{0}\right)\right) \Rightarrow \sigma N(0,1) \\
& \sqrt{\pi}\left(\delta_{i}^{J}(n)-\partial_{i} \alpha\left(\theta_{0}\right)\right) \Rightarrow \sigma N(0,1)
\end{aligned}
\]
where \(\sigma^{2}\) is the same constant as in Theorem 1. -
5. Conclusion

Ratio estimation problems arise in many different applications settings. When estimation is to be used to analyze the sensitivity of (or to optimize) a systers in which the ratio estimation
problem occurs, the resnlts of this chapter becoone pertinent. We have derived a numerically stable confidence interval procedore for computing partial derivatives of such ratios, and have developed the appropriate joint CLT's necessary to extend this methodology to the computation of confidence regions for the full gradient of the ratio. In addition, we bave discussed low-bias estimators for computing such partial derivatives.

\section*{6. Appendix}

Proof of Theorem 1. We note that
\[
\begin{aligned}
\bar{B}_{n}\left[\delta_{i}(n)-\partial_{i} \alpha\left(\theta_{0}\right)\right] & =\bar{C}_{n}-\alpha_{n} \bar{D}_{n}-\partial_{i} \alpha\left(\theta_{0}\right) \bar{B}_{n} \\
& =W_{n}-\left(\alpha_{n}-\alpha\left(\theta_{0}\right)\right) D_{n} \\
& =\bar{W}_{n}-\left(\bar{D}_{n} / \bar{B}_{n}\right) \bar{Z}_{n} \\
& =\bar{W}_{n}-\left(E\left(E\left[D_{1}\right] / E\left[B_{1}\right]\right) \bar{Z}_{n}-\left(\bar{D}_{n} / \bar{B}_{n}-\mathrm{E}\left[D_{1}\right] / E\left[B_{2}\right]\right) \bar{Z}_{n} .\right.
\end{aligned}
\]

Clearly, \(\sqrt{n Z_{n}} \Rightarrow\left(E\left[Z_{1}^{2}\right]\right)^{1 / 2} N(0,1)\) as \(n \rightarrow \infty\) and \(\bar{D}_{n} / B_{n} \xrightarrow{0 . a} \mathrm{E}\left[D_{1}\right] / E\left\{B_{1}\right]\) as \(n \rightarrow \infty\). It follows, by the converging-together principle, that
\[
\sqrt{n}\left(\bar{D}_{n} / \bar{B}_{n}-\mathrm{E}\left[D_{1}\right] / \mathrm{E}\left[B_{1}\right]\right) \bar{Z}_{n} \Rightarrow 0
\]
as \(n \rightarrow \infty\). The CLT for i.i.d. random variables also proves that
\[
\sqrt{n}\left(W_{n}-\left(E\left[D_{1}\right] / E\left[B_{1}\right]\right) \bar{Z}_{n}\right) \Rightarrow E\left[B_{1}\right] \sigma N(0,1)
\]
as \(n \rightarrow \infty\). A second application of the converging-together principle then yields
\[
\sqrt{n} \bar{B}_{n}\left(\delta_{i}(n)-\partial_{i} \alpha\left(\theta_{0}\right)\right) \Rightarrow E\left[B_{1}\right] \sigma N(0,1) .
\]

One final application of the converging-together principle (note that \(\bar{B}_{n} \xrightarrow{\text { as }} \mathrm{E}\left[B_{1}\right]\) as \(n \rightarrow \infty\) ) proves the theorem.
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\section*{CHAPTER 7}

\title{
General Conclusion and Future Research
}

In this thesis, a class of problems in statistics and control, both with applications in electrical engineering has been studied, whereby an underlying time renewal sequence plays a key role in the evolution of the dynamic quantities of interest.

It will be of particular interest to study the moments of the same general forms; as detailed in Chapters 2, 3, and 4; but with dependent random variables. This type of moments involving dependent variables has many practical applications, mainly in random cumulative fatigue.

For the stochastic optimal control part, it will be very relevant, as subsequent research, to study the stochastic optimal control problem, where the framework is a fixed finite horizon with Poisson distributed observation instants, and the total number of observations is random.

We hope that the mathematical theory developed in this thesis will help the formulation and eventual resolution of new problems deriving from a cross between the problems of operations research and those of main stream in stochastic control theory.```

