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Abstract 

In this thesis, we study the surface flattening kinetics at a roughened rutile (1 x 1)(110) surface 

in an ultrahigh vacuum chamber by low energy electron diffkaction spot profile analysis(SPA-LEED). 

Surface roughness was introduced by argon ion bombardment at a low sputtering dose, instead of 

deposition such as molecular bearn epitaxy(MBE) used elsewhere. The tirne-resolved results of the 

flattening kinetics show that the average terrace width increases with amealing time to follow 

power-law behavior l(t)=tP with scanç in the 1-1 101 and [O011 directions, giving the flattening 

exponent B=0.24I0.04 in the range of annealing temperature 800-8 50K. The flattening exponent P 

after the low sputtering dose is similar to that of previous work done by Piercy and Grossmann[l,Z] 

after a higher sputtering dose; they found P= 0.23-0.25 in the range of temperature 800-SSOK. 

In addition, we fùrther investigated the effect of a ~ e a l i n g  on the terrace height distribution by 

m e a s u ~ g  spot profïies versus incident electron energy at roorn temperature after annealing for 

different times. The terrace height distribution was determined by analyzing the relative weight of the 

Bragg peak in the spot profiles versus the incident electron energy. The analyzed resuIts show that 

the low sputteting dose produces a terrace height distribution different fiom that of the higher 

sputtering dose. With increasing annealing time the coverage at each level stays nearly constant after 

the low or  higher sputtering dose. By rneans of the results of the terrace height distribution the 

interface width versus a ~ e a l i n g  tirne was determined. For the low dose case, the interface width 

slightly reduces with increasing annealing tirne and equals about 2.2A, while, for the higher dose, the 

interface width slightly increases with increasing annealing time and stays at about 3 .oA. From the 

above experimental results and analysis, we can 

diffusion of atoms at the surface takes place only 

fùrther deduce that, for this few-level system, 

at the sarne level while the probability of atoms 



jumping fkom one layer to others is quite small. This might corne fiom the effect of surface step 

potential barriers but the detailed effect of the potential barriers at steps on diffusing atoms is not 

clear. This needs to be researched further- 
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Chapter 1. Introduction 

Experimental Motivation 

In recent decades surface science has been paid more attention by ali the areas of science because 

of its extensive applications such as serniconductor devices, optical components, heterogeneous 

catalysis, metallurgical materiais and so on [3,4]. It can be said without any exaggeration that the 

technological foundation of most high-tech industries is based prim&Iy on research and development 

of surface science CS]. What is surface science? Surface science is the study of surface structures and 

properties of matenals at the atomic scale. It hvolves many disciplines in science such as surface 

physics, physical chemistry, ultrahigh vacuum technique, electron dsact ion technique, and material 

science. Why do we research surfaces? Because different materials have different surface structures, 

the difEerent surface structures result in different physical and chemical properties. Therefore, we can 

use the different properties to make different components such as semiconductor lasers, optical filters, 

and large-scale integrated circuits and so on. 

A particularly interesting problem in the field of surface research is to understand difision- 

flattening mechanisms of surface growth fionts. Although the subject has been researched for 

decades, many important physical mechanisms on surfaces are still not very clear. In this thesis, we 

mainly focus on investigation of surface flattening kinetics by experimental rnethods. W hen a 

roughened surface is annealed below its roughening transition temperature, the surface will become 

flatter and flatter with increasing annealing tin~e. This process is referred to as flattening kinetics. 

During annealing, atoms at the surface diffuse fFom regions of higher chemical potential to those of 

lower potential so that the fiee energy of the surface tends to reach a minimum. This is the mechanism 

of flattening at a surface. In an actual situation, the mechanism may be complicated since it not only 



involves atomic df is ion at the surface but may also include atornic diftùsion in the volume of the 

solid as weH as mass transport by evaporation and condensation. Those factors depend on the 

structure of the surface. Our investigation of surface flattening kinetics was based on previous work 

by Piercy and Grossmam[ 1,2] but we used a low sputterïng dose to remove Iess than one monolayer 

and to produce a surface spanning a few levels, while the previous work done by Piercy and 

Grossmann used a higher sputtering dose to remove more than ten monolayers. In the two different 

initial conditions, we checked whether the flattening exponent values were the same or  not. In the low 

dose case, we compared the experimental results of the flattening exponent with the theory of surface 

flattening kinetics- Besides the measurements of the flattening exponent, we also investigated the 

effect of amealing on the terrace height distribution. By determining the terrace height distribution 

after different amealing times, we could hope to understand better the mechanism of atornic difision 

at the surface of a crystal surface when the interface width is smail. 

1.2 History of Study on Surface Flattening Kinetics 

From theoretical papers, we found that as early as 1958, Mullins [6] ,  based on his previous work 

[7] and others [8, 9,101, put fonvard the classical continuum theory of flattening of a nearly plane 

solid surface. Supposing the surface is initially cormgated, having a one-dimensional sinusoidal 

variation in height versus lateral position, he showed that surface flattening followed PA' when 

lirnited by surface difision, where A is the wavelength of the corrugation and r is the lifetime. His 

theoretical mode1 can only be applied above the roughening transition temperature, TR, since, in this 

range, a surface has a rounded rnicroscopic morphology so that his assumptions can be met. 

However, below TR, the surface exhibits facets which are rnicroscopically flat so that there must be 

a cusp in the surface tension y@) at 0=0. As a result, Mullins' theory fails below TR . For a 

bidirectional groove geometry at a crystal sufiace with steps, Rettori and Villain [ I I ]  used a discrete 

chernical potential pn(l) for an atom on an edge of the nh terrace with average radius % to denve that 

2 



the characteristic tirne r for amplitude decay of a sinusoidally grooved surface is proportional to 

h(0)X3 below TR, where A ïndicates the wavelength and h(0) is the initial amplitude. From this 

relationship, we can see that if h(0) is constant, then r=h3. This result is sirnilar to that of the model 

of two-dimensional island growth in which the average island radiu; R grows as ~ = t *  [12]. If h(0) 

is initially proportional to X, then r = A 4  which is s i d a r  to that of the model of three-dimensional 

island growth[13]. Uwaha[l4] studied the relaxation of the crystal shape caused by step motion and 

found that the facet size at a crystal surface expands as R#". In order to study the surface flattening 

exponent, many researchers [15,16,17,18,19,20] used a solid-on-solid model and the Monte Carlo 

method to carry out simulations of flattening kinetics for a sinusoidaily comgated crystal surface 

using a cornputer. Among them, Searson and Li[15] found the characteristic time scale r =A4 for 

decay of a unidirectional or bidirectional sinusoidal surface modulation below and above TR . Jiang 

and Ebner [18] also discovered that the surface relaxation initially follows an exponential decay with 

a characteristic time that scales as the fourth power of the grooves' wavelength below TR, and then 

the scaling behavior breaks down aiter plateaus of a sufficient size develop at the top and bottom of 

the profile. The results of Erlebacher and Aziz[20] show that r for a bidirectional sinusoidal surface 

modulation with wavelength I was found to scale as h3, while for a unidirectional sinusoidal surface 

modulation, r approximately followed X4 . 

The above theones of surface flattening kinetics were mainly tested by measurements of the 

height decay of comgated surfaces, using light interference micrographs. However, for a 

microscopically rough surface, this experimental method does not work. So, other experimental 

methods have to be used. So far, there are two other methods to research crystal surface morphology. 

One is difiaction techniques such as low energy electron diffraction (LEED), medium energy electron 

difiaction (MEED), reflection high energy electron difiaction (RHEED), X-ray, and atom-beam 

difiaction [5,21,22]; the other is imaging techniques such as the scanning tunnel microscope (STM) 

and transmission electron microscope (TEM) [23, 241. Diffraction methods can provide more 

3 



accurate and quantitative data on average distances, distributions and probabilities, while imaging 

methods show the surface morphology directly, through which qualitative evaluation of surface 

defects such as steps and point defects is obtained. An imaging rnethod can provide confirmation of 

the results by a deaction method. Among these methods of surfaie research, high resolution low 

energy eiectron diffraction (HRLEED) is most suitable for investigating surface flattening kinetics 

because low energy electrons with energy in the range10eV-1000eV not only possess a minimum 

mean free path of about a few atomic spacings in solids[25], but also low energy electron diffraction 

can be used to determine the average terrace width easily. 

The LEED method was developed and used in the Iate 1960s [26,27]. H e d e r  et-al [28,29,30] 

were among the first to apply LEED spot profile analysis to carry out research and analysis of surface 

structures and defects. They developed the method, in which an angular spot profile fiom low energy 

electron difiaction may be divided into both a Bragg peak and a difise shoulder (due to the terrace 

height distribution). After that, Lent and Cohen [3 11 theoretically studied the difiaction intensity 

from a reversible stepped surface and denved the diffraction intensity as a fünction of coverage 8. 

Based on Lent and Cohen's work, Pukite et. a1[32] further studied the diffraction intensity from 

stepped surfaces with arbitrary terrace distributions as a ninction of coverage 8. Although their 

formulas are general, they have not been applied practically due to their complication. Aitsinger and 

Henzler [33] gave a sirnpler method of analyzing the surface tenace height distribution by measuring 

spot profiles and determining the relative weight G&) of the Bragg peak. Wollschager 1341 used 

a similar method to investigate the effect of annealing on defects at the Si(l1 l)/SiO, interface and 

found that annealing does not drastically improve the interface width but it reduces inhomogeneities 

drastically. Zuo and WendelkenL-3 51 studied the smoothing kinetics ofa rough surface af3er depositing 

-100 monolayers of Cu on Cu (100) near roorn temperature by using time-resolved SPA-LEED. 

Their results show that, in early annealing times, the average tenace width I(t) increases as tlB and 

follows tl'* in later times. Yang, Wang, and Lu[36] used MBE to deposit 250-450 A of Si on Si(I 1 1) 



and then measured the flattening kinetics of an initially rough Si(l11) surface. Their results show that 

at low annealing temperature (<400°C ).the average terrace width I(t) increases as l/(ln(ltr/t))' and 

at temperature higher than 500°C, the slower dynamics only occurs at the initial stage, which is 

followed by a faster evolution with I(t) a tVS. Chey, Nostrand arid CahiU[37] researched the dynamics 

of a rough Ge(001) surface at low temperatures (245-32S°C) by using STM. Their result indicates 

that the lateral correlation length L increases as t'ln where n= 2.210.4. Piercy and Grossmann[l,Z] 

used argon ion sputtering to produce a roughened TiO, (110) surface at a higher dose and then 

studied the flattening kinetics of the roughened surface. Their expeximental results show that the 

flattening exponent P (l(t)=tP) is 0.23-0.25 in the range of temperature 800-850K. 

1.3 Sample: Rutile (TiO,) Structure 

TiO, is a metal oxide and occurs in threedifferent crystat structures which are terrned anatase, 

brookite, and rutile, respectively. It is a very abundant material and occurs naturally with relatively 

pure form as the mineral rutile whose crystalline structure is shown in figure 1.1. 

-a- 

Figure l. l The bulk structure of mtile[3]. 
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From figure 1.1, it can be seen that the rutile Iattice is the tetragonal structure. The titanium 

cations are quadrupiy ionized and the oxygen anions are doubly ionized. The 02' are located at lattice 

positions of a quasi-perfect octahedral structure while halfofthese octahedrons are occupied by Ti4+ 

in their centres. The conduction band resuIts fiom the 3d Ievel of the Ti cations and the valence band 

cornes fiom the 2p leveI of the O anions. 

Rutile exhibits a predorninately (1 10) natural growth surface. Figure 1.2 shows the structure of 

the rutile (lx1)(110) surface which is the most stable of the low-index faces. M e r  the surface is 

polished, bombarded by an argon ion beam, and anneaied below 1 1 OOK, it still keeps the  (1 x 1) 

structure, as observed by LEED patterns. As a result, many researchers were interested in 

investigating the (1 IO) rutile surface. Here, we used a rutile sample coming fiom a commercially 

grown single crystal which was sawn and polished along the (1 10) crystalline plane. 

O rurlrce oxygen 

Figure 1 -2 Structure of the rutile (1 x I)(110) surface[3]. 

The surface structure may be determined by LEED. Figure 1.3 indicates the diffraction pattern 

of rutile (1 x 1) structure. The surface structure may be changed when the sample is annealed at 1 l5OK 

or above for a while[23]. resulting in a (2x1) surface reconstruction. 



Figure 1.3 The diffraction pattern of LEED from the (Ix1)(110) surface[3]. 

In some sense, the (1 IO) surface is not of a flat surface since there are bridging oxygen atoms 

at the surface (see figure 1.2). The larger white spheres represent oxygen while the smaller black 

spheres indicate titanium. The bridging oxygen atoms possess two-fold coordination. In the plane, 

oxygen atoms are three-fold coordinated. The titanium atoms of the surface connecting with brïdging 

oxygen have six-fold coordination, while those without have five-fold coordination. 

In this thesis, Chapter 2 will introduce the theory of low energy electron difiaction, its 

application to determine surface morphology, and instrumental response. Chapter 3 will describe the 

experimental methods including sample preparation, creation of ultrahigh vacuum and measurements 

of diffraction spot profiles. Chapter 4 will give the experimental results and analysis for the flattening 

exponent, the terrace height distribution, and the interface width. After that, Chapter 5 wiIl carry out 

the discussion of the expenmental results and Chapter 6 will give our conclusions. 



Chapter 2. Theory of Low Energy Electron Diffraction 

In this chapter we deal in some detail with scattered electrqn waves £tom ion cores at a crystalline 

surface and give the some basic concepts of lattices and reciprocal lattices. Then, we further discuss 

diffraction conditions and diffraction intensities from a TiO, perfect crystalliie surface and a stepped 

homogenous crystalline surface. Finally we discuss the instrumental response. 

2.1 Low Energy Electron Diffraction 

The low energy electron waves interact with ion cores at a crystalline surface to produce diffraction 

patterns. This process is calied low energy electron diffraction or LEED. As early as 1927, Davisson 

and Germer discovered the LEED phenomenon at a ctystal of nickel[25]. It was not until about the 

1960's that the LEED method was extensively applied in research of surface crystallography after the 

development of ultrahigh vacuum technology, contamination-fkee electron guns and progress in sample 

preparation. Unlike X-ray difiaction fkom crystals, LEED mainly results from the first few atornic 

layers on a ciystalline surface since the electron waves with energy 10-1000 eV can penetrate 

Enerpy. r v  

Figure 2.1. Average free paths of electrons as a fbnction of energy[25]. 



a maximum average free path of about a few monolayers(see figure 2.1) without inelastic scattering, 

while X-rays possess a much larger depth of penetration than the low energy electron waves. As a 

result, the LEED method is the most suitable for investigation of crystalline surfaces. It is not only used 

to investigate the crystallographic structure of a perfect, flat surface, but also to analyze surface defects 

including surface steps and surface impurities. 

2.1.1 Scattering and Scattering Intensity 

Before introducing the principles of LEED we need to discuss the scattering of a plane electron 

wave at a crystalline surface since deaction is a result of elastic scattering. At fïrst, let us consider a 

plane electron wave to be scattered by an ion core since the valence electrons in an atom contribute 

rather Iittle to the scattering process[3 81. We assume exp(i&-r) as the incident plane electron wave. k,, 

is the incident electron wave vector with a magnitude of 2n/A, where A is the wavelength of the 

eIectron wave and is related to the electron energy. r indicates the distance at some point away fiom 

the center of the ion core. The scattered eiectron wave radiates fiom the ion core (see figure 2.2a). k, 

is the scattered wave vector and 0" is the scattenng angle between the incident wave vector and the 

scattered wave vector. If the etectron wave is scattered elastically, b=h. The total wave tiinction at 

the distance r may be expressed by[39] 

where f(03 is the dynamic scattering factor of the ion core as a fùnction of es. h r  describes the phase 

of the scattered electron wave. The factor l/r is due to the spreading of the scattered spherical wave. 

Our discussion above referred to the simple situation in which the reference point is set at the central 

position of the ion core. In an actual situation, there are many ion cores at a crystalline surface so that 

it is impossible for us to set every ion core at the ongin. Therefore, we need further to consider an ion- 

core position as p with respect to a reference point O (see figure 2.2b). The phase of the spherical wave 



at the point P will be changed into i(k,,-p+kr). In addition, in our actual measurements, the size of the 

electron beam diarneter is much smaller than the distance between the point P and the ion core so that 

the effect of  the incident electron wave at the point P may be ignored. Eq.(2-1) rnay approximately be 

rewritten as 

From Eq.(2-2) it can be seen that the wave function mainiy cornes from the scattered spherkal 

waves at the P point. Now, we fùrther consider the experhnental geometry in figure 2.2b. Generally 

speaking, the detector is placed very far away fiom the ion core and the reference point is in the 

vicinity of the ion core. As a result, we can take R »p and r=R-pcos0. The phase of Eq. (2-2) can be 

approximately written as 

where R is the distance between the reference point and the detector. Since the directions of  R and r 

are approximately the same looking fiom the detector, the factor on the nght hand side of the above 

equation can be rewritten as[5] 

Here, we define k k-,-k, as the momenturn transfer vector in the scattering process. The scattered 

spherical wave of Eq.(2-2) may be approximately expressed by 

During measurements, we are only interested in the relative intensity of the scattered waves so that 

we can ignore the constant attenuation factor l/R and the constant phase factor exp(ikp). The relative 

amplitude of the scattered sphencal wave fiom the ion core can be written as 



Detector 

Figure 2.2. The plane electron waves are scattered by an ion core. a) An ion-core 

immersed in plane electron waves[39]. b) The detection of the scattered wave[5]. 

If we consider single scattering from ion cores at the crystalline surface only, the total relative 

scattering amplitude is the sum of the amplitudes produced by every ion core and may be written as 

From experimental measurements, it is impossible for us to measure the total scattering wave 

amplitude and phase since we can measure the scattering intensity only. Based on Eq. (2-S), the 

scattering intensity at a surface may be expressed by[40] 

Eq.(2-6) gives the scattering intensity fiom single scattering only. However, in our actual 

measurements, the scattering intensity is due to not only single scattering but also multiple scattering. 



That is, the plane electron wave might interact with several ion cores one by one and produce muitiple 

scattering. Because the process of multiple scatteMg is more complicated, it is very difncult to express 

in a simple mathematical formula. Luckily, multiple scattering extends over smaller areas in cornparison 

with terrace areas at a surface so that the intensity due to multiple scattering changes slowly over the 

typical width of a spot profile. As a result, multiple scattering may be included approximately in the 

dynamic form factor@@) in Eq.(2-18)). So, when studying the relative weight, G,(kl), of the Bragg 

peak, we do not need to analyze the effect of multiple scattenng. 

2.1.2 Lattice and Reciprocal Lattice 

In order to understand LEED patterns well, w e  need to introduce the concepts of lattices and 

reciprocal lattices since they have a close relationship with difiaction pattems. Lattices are used to 

describe crystal periodicity. A lattice is defined as. the simplest arrangement of points which are 

arranged in real space with the fundamental periodicity of the crystal. These lattice points need not 

correspond to actual atomic centers and may represent atoms or unit cells. In a real two-dimensional 

crystalline surface, the lattice can be expressed by two primitive vectors a, and a,. Also, a reciprocal 

lattice can be used to describe the periodicity of a given lattice in reciprocal space. The reciprocal 

lattice can be expressed by two primitive vectors a*, and a*, which can be constructed based on the 

primitive lattice vectors a, and a,. The relationship between the reciprocal lattice vectors and reaI 

lattice vectors is defined as 



where n is the unit vector normal to the surface and A indicates the unit area of the real Iattice. In 

order to help understand the relationship between the real lattice and its reciprocal lattice, see figure 

2.3 in which the black points show a given oblique real lattice. Based on this real lattice, the reciprocal 

lattice can be calculated by using Eq.(2-7) and is shown by open cirdes. What is the reciprocal lattice? 

From Iiterary meaning, the reciprocal lattice is the inverse of the real lattice. Ifwe use nanometers (nm) 

as the unit of the real lattice, the unit of its reciprocal lattice will be denved as l/(nrn) which is similar 

to the unit of momentum(p=hk). As a result, we can Say that the reciprocal lattice corresponds to 

momentum space. We will further show that the diffraction pattern produced by a real lattice 

corresponds to its reciprocal lattice. Therefore, reciprocal lattices are a very usefui tool for analyzing 

surface crystailograp hy . 

Real lottice 

0 a 

Reciprocal 
lattice 

Figure 2.3. An oblique real lattice and its reciprocal lattice13 81. 

2.1.3 Principles of LEED 

As discussed in section 2.1.1, we know that as long as incident plane waves interact with ion 

cores at a crystalline surface, scattered waves are produced. The elastically scattered waves interfere 



to produce a dfiaction pattern. The key condition for observing a diffraction pattern is that the 

wavelength of the incident plane waves must be of the same order of magnitude as the lattice constant 

of the crystalline surface or be smder than it. Otherwise, the dfiaction pattern does not occur. For 

example, this is why we have never seen that a difiaction pattern produced by an optical laser on a 

perfect single crystal surface since the laser wavelength is much longer than the lattice constant of the 

single crystal. However, X-rays can produce a diffraction pattern fiom a single crystal because the X- 

ray wavelength is similar to the atornic lattice constant of the crystal. The wavelength of iow energy 

electrons also meets the requirement for diffraction since the low energy electrons are in a range of 

50eV to lOOOeV which corresponds the wavelengths of 1.3% 0.39A, comparable to the lattice 

constant of typical crystals. 

Now we consider that incident low energy electron waves fiom an electron gun interact with ion 

cores at a crystalline surface and are scattered by the ion cores (see figure 2.4). Since the distance 

between the electron gun and the crystalline surface is much larger than the size of the electron beam 

diameter, the incident electron waves may be approximately considered as plane waves so that we 

k-. N x a  ,-f 
Figure 2.4 Incident electron waves and scattered electron waves on ion cores[5]. 



can use Eq.(2-6) to determine the difiaction conditions and to calculate the diffraction intensity. 

According to the two-dimensionai Laue condition, dieaction at a crystalline surface m u t  obey 

K,, a, = 2 d ,  

where K,, is the mornentum transfer vector parallel to the surface and 1 and h are integers. A reciproca! 

lattice vector g, can be expressed by 

g ,  = ,?a; +ha;, (2-9) 

where a*, and a*, are the reciprocal lattice unit vectors. By means of Eq.(2-8) and Eq.(2-9), we can 

derive 

Eq.(2-IO) tells us that, on a two-dimensional crystalline surface, the difiaction intensity reaches 

a maximum only when the momentum transfer vector parallel to the surface equals a reciprocal lattice 

vector. This means that the diffraction pattern corresponds to the reciprocal lattice. 

Equivalently, the wave vectors S of difiaction beams mus? satise the Ewald sphere construction. 

In order to understand this easily, we consider Ewald sphere construction for a one-dimensional surface 

shown in figure 2.5. In the figure, the Ewald sphere is drawn as a circle whose radius is given by the 

magnitude of the incident wave vector k,,. Any scattered wave vector S on this circle satisfies 

conservation of energy. When the circle intersects with a reciprocal lattice rod, the Laue diffraction 

condition is also satisfied. As a result, diffraction spots will be observed only for scattered wave vectors 

for which the Ewald sphere crosses a reciprocal lattice rod. 

As the energy of the incident electron waves is increased, the Ewald sphere radius will also 

increase so that the nurnber of observed diffraction spots increases correspondingly. The result shows 

that the number of difiaction spots depends on the energy of the incident electrons. In addition, 



with increasing electron energy, the intensity of each diiaction spot wiif change even though the 

incident electron waves are scattered by a flat crystalline surface. The change of dfiaction 

intensity called the W curve (see figure 2.6) maidy results fiom the interference of electron waves 

Recip rocal 

Figure 2.5 The Ewald sphere construction for a one-dimensional surface. 
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Figure 2.6. Intensity/energy(I/V)-curve for the (0,O)-bearn of a clean 

Ni(100) surface at normal incidence. From Chnstmann et a1[25]. 



scattered by dserent ion cores at the crystd suiface. The scattering factor, f(B") depends on not only 

the scattering angle, es, but also on the incident electron energy, E. This result firther tells us that we 

cannot directIy extract information on surface morphology by analyzhg and comparing the changes 

of the absolute difEaction intensity of the Bragg peak delta fiinctibn at dEerent incident electron 

energies. However, we can compare the change of the relative weight, G , o ,  of the Bragg peak 

delta fùnction to extract the surface information, We will discuss this in detail later, 

In the above discussion, we analyzed the scattering intensity fkom ion cores which were al1 of 

the same type and gave a general formula for the s c a t t e ~ g  intensity (see Eq.(2-6)). Now, we fùrther 

discuss our sample which is composed of Ti and O elernents. We are able to treat this situation in a 

sirnilar way although the ion cores of Ti and O have dflerent scattering factors. We can consider the 

unit cell column of TiO, perpendicular to the surface. The scattering factor of this column is denoted 

as f&). For a crystalline surface containhg different atoms, the difiaction intensity may still be 

expressed by 

where p indicates ($, 4) and n indicates the nhunit ce11 column at the surface. p, indicates the 

position of the n'%nit ceIl column. Although Eq.(2-11) has a similar form to Eq.(2-6), from a physical 

point of view, it possesses more general rneaning. Later, we will use Eq.(2-11) to calculate diffraction 

intensity. 

2.2 LEED f rom a Perfect Crystalline Surface 

In the previous section, we discussed the principles of LEED and its diffraction intensity. In this 

section, we concretely analyze the LEED intensity from a TiO, perfect crystalline surface. At first, let 

us suppose that the scattering factor of the unit ce11 column is approximately constant, that is c(p)=E 

Using Eq.(2- 1 1 ) we can derive the following difiaction intensity from a perfect surface CS] 



where the size of the sample is given by N, and N, which are the numbers of unit cells along x and y 

directions, respectively. a, and a, are primitive Iattice vectors. Eq.(2-12) looks like a delta function 

when N, and N, approach very large nurnbers. However, in our actual measurements, even thou@ at 

an in-phase condition, difiaction spot profiles possess some width broadened by the instrumental 

response. 

2.3 LEED from a Stepped Homogeneous Crystalline Surface 

In the previous section, we showed the dieaction intensity from a perfect crystalline surface. In 

this section, we will study the LEED intensity from a TiO, stepped homogeneous surface(see figure 

2.7). From figure 2.7, we c m  see that there are two different colurnn types at the stepped surface. By 

means of Eq.(2-1 l), the difiaction intensity from the stepped surface may be derived as[40](see 

Appendix 1) 

where 1 f(p) 1' is the dynamic form factor and is simply denoted as F(p). s, depends on column types (its 

value: 1 or - 1). The momentum transfer vector k may be split into k, perpendicular and K,, parallel to 

the surface, that is k= iu+K,,. The position of one unit ce11 colurnn may be indicated as 

where rn is the distance parallel to the crystal surface and h(n) is an integer. d is perpendicular to the 

crystal surface with magnitude equal to the step height. We insen Eq.(2- 14) into Eq.(2- 1 3) which will 

be changed to 



From Eq.(2-15), it can b e  seen that the dEaction intensity is infiuenced by three phase factors: The 

first and the second phase factors corne fiorn the effect of the terrace height distribution and the third 

term is the effect of the positions of unit ceU columns. Ifthe surface height keeps constant (h(n)=h(m)), 

the difiaction intensity is the same as that from a perfect surface discussed in section 2.2. If the height 

at the surface changes with column position (h(n)+h(m)), the deac t ion  intensity of the 

Figure 2.7 The structure of a stepped (1 10) TiO, surface as seen from a top view 

and a side view showing Ti atoms only. 

Bragg peak wiIl be reduced due to destructive interference and, at the same time, the interference causes 

a difise shoulder profile. In order to make the study of the surface simpler, we choose the (0,O) 

diffraction spot and let n - m = I and rn-rm = rl. The phase of the first term is a very small amount for 

K,, near G,,o,. Therefore, it may be neglected. Eq. (2-15) may be simplified to 

where the brackets O denote averaging with respect to m, that is 



where the brackets 0 denote averaging with respect to m, that is 

where N are the number of unit ce11 columns at the crystalhe surface. Eq.(2-16) describes the 

dittiactîon intensity of the (0,O) spot from a TiO, stepped homogenous (1 10) surface and may b e  

simply denoted as 

where G ( ~ L ,  K,,) is defined as the surface structure factor which is expressed by 

From Eq.(2-18), it can be seen that the diffraction intensity is the product of the dynamic form 

factor and the surface structure factor. Sînce we have introduced the dynamic form factor in previous 

sections, we now will focus on discussing the structure factor. The structure factor contains information 

on the surface morphology such as the surface terrace height distribution, average terrace width and 

surface defects. As a result, we may extract the surface information by analyzing the structure factor. 

In our actual measurernents, we can measure difiaction intensity, but we cannot directly determine the 

structure factor G(kl,KU) since the form factor F(p) is variable and also unknown- However, we can 

determine the relative size ofthe structure factor G(kl,K,,) from spot profiles since the structure factor 

G(h,K,/)  may be split into both the Bragg peak from the instrumentai response and the difise 

shoulder profile fiom the terrace height distribution and is expressed by[22] 



where Gg(k)= G0(kL)Gidd(K//) and Go@) is the relative weight of the Bragg peak delta function. 

Based on Eq.(2-20), we may derive a new relationship as (see Appendix 2) 

where @(kL,K,)= A B , S ~ ~ , K , ) / J S ~ l u , K , , ) d K ,  is the effect of surface terrace widths and AB, is 

the area of the surface BriIlouin Zone(BZ). From Eq.(2-21) it can be seen that when G,(h)=l ,  

G ( ~ L , K / / ) = G ~ ~ ~ ~ ~ ( K / / ) .  This is an in-phase condition. The in-phase condition is defined as k~d=2nn,  

where n is an integer. If the G,(kL) value reduces, the Bragg peak intensity lowers while the d a s e  

intensity increases. The relative weight, Go(h),  of the Bragg peak contains information on the terrace 

height distribution at the surface and can be expressed by (see Appendix 3) 

where Ch= m,P,+,. P, indicates the fraction of the surface that is at height 1. As such, the surface 

analysis becomes simpler since we only need to analyze the reIative weight G,(kl), instead of the 

structure factor G(kL,K,,), to extract the information on P,. The relative weight G&L) can be easily 

determined experimentally since it can be expressed as the ratio of the integrated Bragg peak intensity 

to the total integrated diffraction intensity(see Appendix 4) 

In terms of Eq.(2-23). if we want to deterrnine the values of the relative weight G,(~L), we need 

to separate the Bragg peak and diflùse profile h m  the measured spot profile and calculate the 



integrated Bragg peak intensity and the total integrated intensity. Afier getting the relative weight 

G,(kI) varying with kl, we may use Eq.(2-22) to determine the terrace height distribution. In addition, 

from the diffuse shoulder at the out-of-phase condition, we can determine the full width at half 

maximum(FWHM). Based on the sire of the FWHM, the average terrace width, 1, at the surface can 

be determined according to definition as follows 

4 

Based on the terrace height distribution, we may further determine the interface width defined as 

w 2  = ( ( h  - ( h ) ) 2 ) ,  (2-25) 

where h and ch> are the surface height and the average surface height, respectively. The bigger the 

vaIue of the interface width is, the rougher the surface is. 

2.4 Instrumenta1 Response and Resolution 

In previous sections, we mainly focussed on discussing surface characteristics and analyzing the 

dieaction intensity at a TiO, surface. In this section, we will discuss the instrumental response. 

It is well known that, even for a petfect crystal having an infinitely large sufiace, we would not 

observe a delta fùnction for the difiaction spot profile in Our actual rneasurernents. This is because 

instruments have their responses which broaden the width of spot profiles measured. The width cornes 

fiom instrumental effects such as detector aperture size, electron energy spread, electron beam 

divergence and so on (see Appendix 5) .  In order to understand the instrumental response clearly, let 

us assume that Ti(k-ko) and Tf(k', Krl,-KfiJ are the distribution of k vectors of incident electrons and 

the response of the detector, respectiveiy. The wave vector k refers to the incident electron wave and 

is expressed as (kZ ,Ku), where the vector K,  and kZ are parallel and vertical to the crystarline surface, 

respectively. The wave vector k' is the scattered electron wave vector in space. Let us further suppose 



that S(kr, k) is the surface response function which cm be expressed as S(k K',,-K,,). As a result, the 

total intensity Eom the eEect of the instrument and a crystaihe surface may be expressed by[40] 

4k,, ko ) = d ' ~ ~ , d ' ~ ; , d k ' ~ ( k * ;  E , ,  - K;/ )s(E; K' II - El, ) ( - ) (2-2s) 

where Ti(k-kJ=Ti(kz-kzo; &-Km). If we only consider elastically scattered waves, then k'=k. In 

addition, for a narrow distribution of incident electron wave vectors, we may assume that and 

k=b. Eq.(2-26) can be rewritten as 

where Ti&,; K,,-K,,)=Jd kzTi(kz-kzo; KfrKlfo)- Lfwe suppose that the crystalline surface is perfect, then 

S(k,, K',K,)=S( K',/-K,,). Eq.(2-27) may firther be simplified to 

From Eq.(2-28), it can obviously be seen that, under the condition of a perfect surface, the width 

of difiaction spot profiles results fiom the instrumental effects called instrumental response. If the 

sample surface is rough, Eq.(2-27) can be transformed to 

where T(k, ; K ~ K , , ) = S  dZK' ,,Tf(ko; Kfi/-K;,)Ti(k; K',,-K,). Eq.(2-29) further tells us that for a rough 

surface the diffraction intensity depends on the convolution ofthe instrumental response and the surface 

response function, which makes the investigation complicated. Fortunately, at an in-phase condition, 

if there are no other defects on the surface besides steps, the rough surface response fbnction S(k;K,- 

&/,) is proportional to G(K, -K,,,). The equation (2-29) at the in-phase condition is changed to 



Eq.(2-28) and Eq.(2-3 0) are the exact same. From the result, we know no matter whether a 

surface is perfect or rough, at an in-phase condition, the spot profiles of the diffraction intensity are 

identical since the instmmental resolution does not change d e r  the instrumental parameters are futed. 

We can deterrnine the instrumental resolution by measuring the &Il width at half maximum (FWHM) 

of spot profiles at the in-phase condition. The instrumental transfer width is defined as  the inverse of 

the FWHM and is written as 

From Eq.(2-3 l), it c m  be deduced that the smaller the FWHM is, the larger the transfer width is. 

With the larger transfer width, we can analyze a bigger area on a sarnple surface coherently . So, in 

order to  get more accurate results, we generally try to raise the instrumental transfer widtk but each 

instrument has its limit. 



Chapter 3. Experimental Methods 

In this chapter, the preparation of a T i 4  sample and the methods for creating and measuring 

ultrahigh vacuum pressures are descnbed. Afier that, we will further introduce the experimental 

methods of Auger electron spectroscopy (AES) and low energy electron difiaction spot profile 

anaIysis(SPA-LEED). In addition, we wiU briefly describe the argon ion sputtering gun and the 

temperature controuer for sarnple amealing. 

3.1 Sample Preparation 

Our rutile sample with a polished (1 10) surface was cut into a square shape with size 12x 12 mm2 

and thickness 0.9 mm- The sample was grooved on two of its edges for gluekg 

thermocouples(chromel- alumel) by using a ceramic adhesive. The sample was mounted beneath a 

0.5 mm thick, round molybdenum sample holder with a 10 mm diarneter bevelled hole in its centre 

and fixed by two small clips made of a 0.13 mm thick molybdenum sheet. The sample holder was 

atîached to a sarnple manipulator by a rigid stainless steel bracket (see figure 3.1). The sample and 

its holder were comected to ground through an extemal connector, but isoiated fiom the rest of the 

sample manipulator assembly. By grounding the sample externally, its charging is prevented and its 

current can be measured during the SPA-LEED experiments. 

Before the manipulator with the sample was instalied onto the  vacuum charnber equipped with 

surface analysis instruments, the sample surface, at first, was rinsed by using generous amounts of 

acetone for removing grease and dusts. Then, methanol was used to rinse the surface. In order to get 

a cleaner surface, we needed to repeat this process several times until we could not find any trace of 

solvent residues or other contarninants with our naked eyes or with the help of a magnifying glass. 

After that, the rnanipulator with the sample was installed upon the chamber. 
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Figure 3.1 A sample and its holder. 

Although the sample surface was treated by using acetone and methanol several times, it was stiil 

not clean on the microscopic scale due to small amounts of carbon and other impunties adsorbed on 

it. These impunties at the surface could not be seen by Our naked eyes, so we had to use Auger 

electron spectroscopy to test for them. Therefore, the surface needed to be cleaned further by using 

argon ion sputtenng in ultrahigh vacuum conditions. These methods will be introduced in later 

sections. 

3.2 Ultrahigh Vacuum Chamber 

In order to keep the sample surface clean for the perïod of t h e  needed to make Our experimental 

measurements, it is veiy necessary for us to produce ultrahigh vacuum conditions reaching the 

pressure of 10-'O Torr or lower. For example, if pressures in the vacuum chamber are at about 1 0 ~  

Torr, a crystal surface is covered very soon (in a few seconds) by gas fiom air such as C, H, and N 

in the chamber. A contaminated surface rnight influence our experimental results, from which we 

rnight obtain incorrect conclusions. In addition, the surface analysis instruments such as AES and 
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LEED also need high vacuum conditions-lu8 Torr. As a result, the study of our crystalline surface 

had to  be carried out in the ultrahigh vacuum chamber which was made of stainless steel with an 

outside diameter 1ZW(see figure 3.2). The chamber was equipped with surface analysis instruments 

such as AES and SPA-LEED and vacuum equipment such as'a roughing pump, a turbo-molecular 

pump, two ion pumps and a titanium sublimation pump. 

Figure 3 -2 A diagram of the vacuum chamber from side view. 

How were ultrahigh vacuum conditions produced? Initially, the mechanical pump was used with 

a pumping speed of 127 Umin to produce a low vacuum pressure after the manipulator with the 

sample was installed on the conflat flange sealed with an oxygen-free copper gasket. Then, the turbo- 

molecular pump with a purnping speed of 56 Y s  was used to reduce the pressure further to  produce 

a high vacuum. To reach ultrahigh vacuum pressures, pumping alone was not usually sufficient. 

Accordingly, the vacuum chamber was baked out by heating it uniformly for about 12 hours in the 

temperature range 130-180°C while the system was pumping. The purpose of  this bake-out was to 

accelerate the outgassing of materials deposited on the i ~ e r  walls of  the chamber and al1 the 



equipment during the last contact with atmospheric pressures. When the charnber was baked out, the 

pressure in it increased at first due to outgassing of al1 the inner equipment interfaces and walls. After 

a longer period of time, the rate of the outgassing became smaller and smaller so that the chamber 

pressure started lowering. M e r  the bake-out heaters were turned O@ the two ion pumps with speeds 

of 60 Y s  and 30 U s  were tumed on. During cooling, the charnber pressure decreased to about 10" 

Torr. The titanium sublimation pump was used to reduce the chamber pressure further by evaporating 

a thin titanium film ont0 the inner surface of the chamber because this film chernically combines with 

nearly al1 gases impinging on it except the noble gases. Generally speaking, the whole process to 

produce an ultrahigh vacuum pressure oflO-lo Torr or lower requires two to three days or a Little 

longer. 

In the previous paragraph, we described how to produce ultrahigh vacuum conditions, but how 

were the vacuum chamber pressures measured? For low vacuum pressures, we used a thennocouple 

gauge to measured them and for high or ultrahigh vacuum pressures we used a Bayard-Alpert 

ionisation gauge to measure them. Figure 3.3 shows a Bayard-Alpert ionisation gauge. 

marnent ColleCtor 
negative wX.1 positive w.r.t 

filament f i l~mcnt 

Figure 3 -3 A Bayard-Alpert ionisation gauge [4 11. 

From figure 3.3, it can be seen that thermally emitted electrons from the hot filament are 
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accelerated to the grid and produce a few oscillations through their wires. They are captured by the 

grid and forrn current 1,. Before they are captured by the grid, they coiiide with gas molecules and 

make the molecules ionized. The ionized gas molecules move to the collector and produce positive 

ion current 1,. For a given electron ernission current 1 ,  the positive ion current 1, is proportional to 

the density of gas molecules near the ionisation gauge in the chamber. At the same time, the density 

of gas molecules is also proportional to the vacuum pressure P. So, the measured collector current 

1, may be expressed as 

I ,  = GI,  P ,  (3-1) 

where G is called the sensitivity constant of the gauge. By rneasuring the collector current 1, we can 

determine the high or ultrahigh vacuum pressures. 

3.3 Auger Electron Spectroscopy (AES) 

3.3.1 Physical Principles of AES 

Auger electron spectroscopy is a powerful technique for anaiysing the chernical compositions of 

materials at surfaces based on the Auger electron ernission process. The technique takes advantage 

of the surface sensitivity of low energy electrons (see figure 2.1). That is, the incident electrons with 

higher energy make core energy levels of atoms at a crystalline surface ionized and then Auger 

electrons are emitted. Only the Auger electrons from the first few atomic Iayers at the surface can be 

detected at the elastic peak energy by the energy analyser, while the Auger electrons fiorn deeper 

atomic Iayers are smeared out into the background due to inelastic scattering before Ieaving the 

surface. 

Now we descnbe the process of producing an Auger electron in detail. When a beam of incident 

electrons with energy of 2keV from an electron gun impinges on atoms at a sample surface, an imer- 

shell electron (E,) of an atom is kicked offand the atom is left with a hole in its inner-shell (see figure 



3 -4). Such an atomic state is cailed an excited one. Since the atom with the excited state is unstable, 

the de-excitation happens immediately. That is, an electron of a higher energy level (E-J in the atorn 

transfers to the lower energy level (E,) and the process will ernit a characteristic energy of &-El 

which might generate an X-ray or excite another electron from a nearby bound energy level a) to 

a fiee state. The fiee electron is termed an Auger electron and its kinetic energy E, is 

Eh = E , + E , - E l - O .  (3 -2) 

The Auger electron loses some of its kinetic energy in escaping the potential energy barriet at 

the sample surface given by the work fünction O. Generaliy speaking, the work function is typically 

about 3-SeV. The kinetic energy E, of the Auger electron is characteristic of three electronic energy 

levels of the atom. By using an energy analyser to measure the peak of the kinetic energy he, we can 

determine the chernical elements at the sample surface since dflerent atoms have different 

characteristic energies Ke. From here, we can also see that Auger electron spectroscopy cannot 

detect light elements such as H and He. 

Figure 3 -4 The Auger process. 

3.3.2 Measurement of AES 

The Auger electron spectroscopy instrument is mounted on the ultrahigh vacuum chamber(see 



figure3 -2). It is composed of an electron gun for sarnple excitation and a cylindncal rnirror analyser 

(CMA) for detection of Auger electrons. Figure 3.5 shows a schematic diagram of the AES 

instrument. 

outer cylinder 
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Figure 3.5 A schematic diagram of the A E S  instmment[3]. 

From figure 3 -5, it can be seen that the CMA is an electrostatic lens system made of two coaxial 

cylindrical electrodes, which produce an electrostatic field ofcylindncal symrnetry. The outer cylinder 

is held at a negative potential with respect to the inner cylinder which is grounded. When a beam 

of electrons with energy 2 keV from the electron gun impinges on a sample surface, Auger electrons 

are created and, by selecting the electrostatic fieId, are focussed to enter exit slits and the detector 

which records the Auger electron signal N(E). However, in actual measurements for impurities at a 

surface, the Auger electron peaks are very small in the secondary electron spectmm N(E). In order 

to see them clearly, one typically uses electronic differentiation to display dN@)/dE instead of N p )  

as a finction of Auger electron energy. For example, an Auger electron spectmm is show in figure 

3.6 from which it can be seen that the distribution of Auger electron peaks varying with energy may 

be divided into three regions. The first region from 220eV to 290eV contains a very small peak which 



is at 273eVcorresponding the KLL transition in carbon- Ln the second region fiom 33OeV to 440eV, 

there are several peaks at 33OeV, 354eV, 364eV, 384eV and 418eV which correspond to the LMM 

transition in titanium. In the third region of 46OeV to 550eV, the peaks at 468eV, 483eV and 503eV 

show the KLL transition in oxygen. 

3.4 Spot Profile Analysis-LEED (SPA-LEED) 

3.4.1 Description of SPA-LEED Instrument 

"SPA-LEED" is the abbreviation for low energy electron diffraction spot profile analysis. With 

this technique, we can observe electron diffraction patterns qualitatively on a phosphor screen or 

determine the intensity distribution of difiaction spots quantitatively by using a channeltron detector. 

A cornputer records the data of the intensity distribution. 

The SPA-LEED instrument is composed of an electron gun, deflection plates, focussing lenses, 

a phosphor screen, retarding grids, and a channeltron (see figure 3 -7). The instrument was mounted 



on an 8" conflat flange of the vacuum charnber(see figure 3.2). We wiU further describe the function 

of each component briefly. Figure 3.8 shows a diagram of the electron gun of the SPA-LEED 

instrument. Electrons are produced at a heated tungsten filament by thermionic emission. The 

difference in voltages between the filament and ground potentid determines the final kinetic energy 

gained by the electrons. An "extractof' voltage inûuences the electron beam by controllhg the 

emission electron current and focussing it somewhat. The Einzel-lens(F1) in the electron gun can be 

used to focus the electron beam before it leaves for the sample surface. 

crystal 

Figure 3 -7 A schematic diagram of the SPA-LEED system[4 11. 
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Figure 3.8 A schematic diagram of the electron gun of SPA-LEEDI4 11. 



To obtain higher resolution, we rnainiy used the second lens (crystai lens Iabeled F2) in fiont of 

the sample instead(see figure 3 -7). It focusses a divergent electron beam fkom the electron gun to be 

parallel when incident on the sample surface, and then focusses the diftiaction electron beam ont0 the 

chameltron detector or the screen. This second lens lets the SPALLEED instrument obtain high 

resolution. Between the crystal lens and the screen with grids, there are two octopoles which are 

used for the deflection of the electrons. In comparison with scanning with four deflection plates, the 

octopoles provide better field hornogeneity. The channeltron is an electron detector which counts 

pulse signals up to rates of 106 counts per second(cps). The dfiacted electrons enter the channeltron 

housing through an aperture of 1 OOpm diarneter. 

3.4.2 The Measurement of SPA-LEED on a Sample Surface 

In the previous section, we briefly descnbed the SPA-LEED instrument. In this section, we will 

describe how to use it to carry out measurements on a sample surface. At &st, we suppose that the 

sample has been installed properly into the chamber whose pressure reaches an ultrahigh vacuum 

condition and that the sample has also been cleaned by using argon ion bombardment and then 

annealed. After that, we could perform Our experiment. We needed, at first, to check the diffraction 

pattern qualitatively on the phosphor screen. We focussed the electron beam by adjusting the two 

electrostatic lenses, and then observed the diffraction pattern on the screen for different electron 

energies. After observing the diffraction pattern on the screen, only then did we continue to make 

the SP A-LEED measurements. 

The SPA-LEED apparatus was controlled by comrnercially-made software which could perform 

one-dimensional and two-dimensional scans of the diffraction pattern. Generally speaking, we used 

the two-dimensional scanning mode to determine the position of detlection voltages of the (0,O) 

diffraction spot on the computer screen. Then, by using one-dimensional scans and adjusting LEED 

parameters, the focus was adjusted to reduce the full width at half maximum (FWHM) of the (0,O) 



difi.iaction spot profile to reach a minimum, at an in-phase condition. By analysing the FWHM at an 

in-phase condition, we could quantitatively detennine the transfer width of the instrument by means 

of Eq.(2-3 1). Also, we could quantitatively determine the average width of terraces on the surface 

by anaiysing diffùse profiles at an out-of-phase condition. 

Dunng initial experiments, we found that the symmetry of the difbction spots and the 

instrumental resolution were not ideaI. So, we managed to improve thern fiirther for better 

experirnental results. We designed a round sarnpIe holder instead of a rectangular one(see figure 3.1) 

and modified the electron gun, as descnbed in the next section. 

3.4.3 Improvement of Instrumental Resolution and LEED Spot Symmetry 

Instrumental resolution is a very important parameter which is r n d y  determined by the electron 

gun, the electrostatic lenses and the electron detector. In addition, the sarnple holder made of 

molybdenum metal might influence the focus of incident and scattered electron beams since the shape 

of the sample holder can affect the electric field distribution of the lens near it- From our experimental 

rneasurements, we found two problems: One was the asymmetry ofthe difiaction spot and th,e other 

was the resolution. In order to improve the symmetry of dieaction spots and to obtain higher 

resolution, we made two changes. First, we designed a round metal sarnple holder to replace a 

previous rectangular holder, since the round sarnple holder wouId not destroy the syrnmetry of the 

fieId of the Iens nearby. The sample to be studied was put beneath the sarnpie holder which was 

connected to ground. The second change involved putting an aperture with a diameter 0.7mm at the 

end of the electron gun to limit the electron beam diameter on the sarnple. The experirnental results 

showed that the size of the electron beam on the sample reduced from about 5mrn without the 

aperture to 2mm with it, even without using the lens in the gun. Due to the smaller size of the 

electron beam, the second lens(crysta1 lens) more easily focusses the divergent electron beam to be 

parallel where incident on the sample surface, and focusses diffraction electron beams well onto the 
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detector. With these two irnprovements, not only was the symmetry of diaction spots improved but 

aiso the instrumentai resolution was raised, The instrumental transfer width was increased fiom about 

1oooA to SOOOA. 

The improvement of the instrumental resolution and the dieaction spot symmetry allowed us to 

obtain better experimental results. 

3.4.4 Effect of Channeltron Voltage on FWHM 

The chameitron voltage is also an very important parameter in measunng the FWKM of spot 

profiles. If the channeltron voltage is set improperly, it directly influences not only the intensity but 

also the size of the FWHM measured- The experirnental results showed that the FWHM size was 

basicaIly unchanged when the channeltron voltage was controlled in the range of 27OOV to 3 500V. 

However, when the channeltron voltage was set under 2700V, the FWHM size reduced with 

decreasing the voItage. This is because the relationship between channeltron count rate detected and 

the diffracted electron beam intensity incident on it is not linear at lower voltages. As a result, to 

measure spot profiles and FWHM sizes correctly, we have to select a channeltron voltage in the 

linear region of the channeltron. Based on these results, we selected a chamcitron voltage of 3 IOOV 

for our experiments. 

3.5 Argon Sputter Ion Gun 

An argon ion gun is also an important tool for surface preparation. Here, it plays two important 

roles. One is to remove surface material by sputtering to ckan the sample surface and the other is to 

produce a roughened surface by using Iower controiled argon ion sputtering doses. Figure 3 -9 shows 

a Perkin-Elmer mode1 2kV Sputter Ion Gun which is controlled by a mode1 620-045 Sputter Ion 

Gun Control. From figure 3 -9, it can be seen that the gun is equipped with a focussing Iens to control 



the shape ofthe ion beam. The acceleration voltage of the ions may be controlled in the range of O- 

2keV. 

When we used it to sputter a sample surface, at first, the emission current was set at 25 pA and 

the acceleration voltage of the ions was controlled at 500V. The focus lem was set at a defocussed 

position. Then, we opened the control valve of argon gas and let it backfill the vacuum chamber in 

the range of pressure 5 x  104- 5 x  IO-' Torr. The chamber of the ion gun was filled with argon gas. The 

electrons ernitted by the hot filament were accelerated into the ionization charnber and collided with 

argon atoms to produce ions. The argon ions were then accelerated out of the gun onto the sample 

surface to be sputtered. 

Figure 3.9 A diagram of the ion sputter gun system including the sample[3]. 

In order to ensure that the argon ion beam covered the whole area of the sample su~ace,  we 

investigated the size of the argon ion beam on the sample surface by measuring the sample current 

versus a sample position which was adjusted by rotating the  manipulator. We chose four different 

acceleration voltages. The experimental results showed that the size of the ion beam reduced with 



increasing the ion acceleration voltage. When the ion acceleration voltage was set a t  500V and the 

focus lens was set at a defocussed position, the ion beam was about 10 mm in diameter which was 

just consistent with the exposed site of the sample surface. This meant that the whole sample surface 

could be sputtered homogeneously. 

3.6 Control of Annealing Temperature of Sample 

In the study of surface flattening kinetics, the annealing temperature of the sample plays an 

important role since the  anneaiing temperature directly influences atomic difEiision at a crystalline 

surface. If a change ofthe annealing temperature of the surface takes place during annealing, it results 

in a change of the atomic diffision coefficient. As a result, we would be unable to mesure  the surface 

flattening kinetics accurately. In order to obtain more accurate results of the siirface flattening 

kinetics, the annealing temperature must be kept constant during annealing. 

The sample temperature was measured by connecting two chromel-alumel thermocouples which 

were glued into the grooves at the two edges of the sample. The thermocouples were monitored by 

a temperature controller(Eurotherm 8 18). The temperature controIler would provide the power for 

the heater which was controlied to maintain the desired sample temperature steady to O. 1K during 

annealing. The control of the sample anneaiing temperature could be  done either manually or 

automatically. In the manuaI mode, we adjusted the heater current to  reach the desired amealing 

temperature, while in the automatic mode, the heating rate and annealing temperature were controlled 

by a program. 



Chapter 4. Results and Analysis 

In this chapter, we describe the time-resolved results of surface flattening kinetics and the effect 

of annealing on the terrace height distribution. Ako, we describe the analysis methods and causes of 

errors. 

4.1 Surface Morphology from the (0 ,O)  Diffraction Spot 

As seen in figure 1.3 in section 1.3, the diffraction pattern of a TiO, (1 10) surface contains many 

diffraction spots. From the difiaction pattern we can know the structure of the crystalline surface. 

Moreover, the profile of a diBaction spot contains information on the surface morphology. As a 

result, if we want to know information on the surface morphology we have to investigate the profile 

of the diffraction spot. From a theoretical point of view, for an unreconstructed (1 xl) surface any 

deaction spot may be chosen for the investigation of the sufiace morphology since it contains the 

same information of the surface morphology. However, in actual measurements, we chose the (0,O) 

diEaction spot for surface investigation for two reasons: 1) The incident electron wave vector is 

almost normal to the sample surface since the angle between the electron gun and the channeltron 

detector is smalI, about îOso that the (0,O) diffraction electron b a r n  is focussed ont0 the detector well 

and easily; 2) The energy vahe of an in-phase or out-of-phase condition is calculated more easily 

compared with that of other diffraction spots. 

4.2 Determination of In-phase and Out-of-phase Conditions for the (0,O) 

In several previous sections, we have mentioned the in-phase and the out-of-phase conditions 

but there we did not give concrete values for the TiO, (1 10) surface. In this section, we will not only 



give theoretically calculated energy values but aiso use an experimental method to check the value of 

an in-phase condition which is very important for us in determinhg the relative weight, G,(h), of the 

Bragg peak since our analysis method is based on this value. If an incorrect value of the in-phase 

condition energy were chosen, it would result in wrong results of *knaiysis. Therefore, we have to 

determine the value very carefùlly. 

As done before in section 2.3, the momentum transfer vector fiom incident and scattered electron 

wave vectors may be split into iu and K,. Since we analyse the (0,O) diffraction spot, we can obtain 

K,, =O and Iu =Z&cos&Zk, (8=4'). In addition, from a side view (see figure 2.7) it may be seen that 

although the surface with steps has two different types of colurnns, a11 steps have the same height d 

(3 ZA) .  By means ofEq.(2- l6), the in-phase and out-of-phase conditions of the ditfraction intensity 

must satise 

2 k,d = nn, (4-1) 

where n is an integer. If n is an even number, Eq.(4-1) shows that the scattered electron waves have 

the same phases(or in-phase) and add constructively in the diffraction amplitude, while, if n is an odd 

number, they are out-of-phase and add destructively in the difiaction amplitude. The kinetic energy 

of the electrons can be expressed by 

where h is Planck's constant and m is the electron rest mas .  If Eq.(4-1) is inserted into Eq.(4-2) and 

then the parameter constants are substituted into it, Eq.(4-2) can hrther be simplified as 

E = 0.892n2 (ev). (4-3) 

Using Eq.(4-3), we can calculate the energy values of the in-phase and out-of-phase conditions 

at a (1 10) rutile surface for the (0,O) spot. These values are partially listed in Tabie 4.1. 
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Table 4.1 Energy values of the in-phase and out-of-phase conditions. 

From Table 4.1, it can be seen that the energy values of  the in-phase and out-of-phase conditions 

altemate. In our actual measurements, we used an electron beam energy in the range of  128.5eV to 

150.7eV to  analyse the surface terrace height distribution. In order to  determine whether the 

theoreticalIy calculated values of the electron energy at the in-phase condition were correct, we carried 

out a verification experimentdy. We collected the spot profiles at the in-phase condition and near it 

and plotted graphs of the spot profiles. The peak intensities were both norrnalized to make 

cornparison of the profile shapes easiertsee figure 4.1)- 

Comparing the profile shapes of figure 4.1 (a), we can see that when the electron beam energy is 

reduced fiom 128.5eV to 124.5eV the dif ise  shouider begins growing up. Also, when the electron 

beam energy is increased fiom 128.5eV to 132.5eV the di&se shoulder starts rising (see figure 

4. lm)). In addition, it is also found that when the electron beam energy is in the range of 127.5 to 

129.5eVY the spot profiles almost overlap each other. As a result, the experimental result indicates 

that the energy value of  the in-phase condition is at 128.5-tleV since the terrace height distribution 

at  the in-phase condition does not influence its spot profile. That means the spot profile at the in-phase 

condition should exhibit the shape of the Bragg peak delta fùnction and there is no d i f i s e  shoulder 

profile due to the effect o f  the terrace height distribution. When the electron beam energy is moved 

away fiom the in-phase condition gradually, the effect of the tenace height distribution in the spot 

profile begins increasing so that the d e s e  shoulder of the spot profile grows. From these 

experimental results, we have proved that the theoretically calculated v a h e  of energy at the in-phase 

condition is true. From this result we can fùrther deduce that the difference of work fùnction between 

the specimen surface and the filament surface does not influence the energy value at the in-phase 

condition significantly. Even if it does, its influence is srnaIl. 



Figure 4.1 Cornparison of raw data at and near the in-phase conditions. 

Peak intensities are normalized to 1. 



4.3 Measurernents of Surface Flattening Kinetics 

In the introduction we reviewed the results of other researchers' measurements on surface 

flattening kinetics. Here, we will introduce our measurement method to determine the time-evolution 

ofthe average tenace width found by analyzing difiaction spot profiles measured during the anneaIing 

process. Before kinetics measurements, the sarnple surface must be roughened by bombardment with 

argon ions at room temperature to form a terrace height distribution which causes the dif ise shoulder 

of the difiaction spot profile at an out-of-phase condition. During the process of annealing the sample, 

the width of the difise shoulder will decrease due to growth of the average terrace width. By 

investigating the rate of reduction of the width, we can determine the time-evolution of the average 

tenace width from which the flattening exponent value can be d e t e d e d .  

4.3.1 Roughened Surface at a Low Sputtering Dose 

The previous research work done by Piercy and Grossmann [1,2] was based on a higher sputtering 

dose (300pA-min) which produced a rougher surface since the higher sputtering dose could remove 

more than ten monolayers from a crystalline surface. Their experimental result showed that the 

flattening exponent P was close to 1/4. Here, we used a low sputtering dose and hoped to remove less 

than one monolayer and to produce a rough surface spanning a few levels only. On this surface, we 

carried out measurernents to check whether the fiattening exponent P was changed in comparison 

with the higher sputtering dose. The previous research showed that if the sputtering dose was 

controlled at 300pA-min and the energy of incident argon ion beam was set at 500eV, it was estimated 

that about 15 monolayers were removed fiom the crystaIline surfaceCl j. Therefore, we chose a low 

sputtering dose of 10pA-min with argon ion energy 500eV. 

Before the low sputtering dose, we cleaned the sample surface by using a higher sputtering dose, 

and then annealing the surface at 725 K for 10 minutes and then at 950 K for 20 minutes so that the 



surface was clean and flat. We fùrther used Auger electron spectroscopy to check the surface. The 

result showed that there were no other impurities except the tiny amount of argon ions embedded at 

the surface, giving an Auger peak ratio for Ar(LMM)/Ti(LMM) of about 1%. After that, the surface 

was sputtered by using the low dose of 10pAmin( l.-pk=2.0M. 1 pA, t=5 min) at room temperature. 

Note that, when we Say sample current, we are including the current on the sample and its holder. 

M e r  sputtering, there was a bigger defect concentration of oxygen vacancies at the surface. That is, 

the chernical composition at the surface of the rutile sample might be described by TiO, with x 

significantly less than 2. So, the sufice was immediately anneded at 725 K for 10 minutes. The speed 

of heating up to the annealing temperature was controlled at 2*C/s and the speed of cooling aftenvard 

was about 1°C/s Ui the vacuum charnber. After this short annealing, the surface returned to near- 

stoichiometry, that is, the value of x above approaches 2. 

Before carrying out the measurements of time-resolved SPA-LEED during annealing, we checked 

spot profiles at the in-phase and out-of-phase conditions. Figure 4.2(a) shows their profiles fiom 

which it can be seen that the skes of the FWHM in [-1101 and [O011 directions are both about 0.003 
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Figure 4.2 The spot profiles at the in-phase and out-of-phase conditions. Note different K,, scale. 

(a) in-phase l28SeV; (b) out-of-phase 150.5eV. 



A-' a -  the in-phase condition. In addition, we note that, at the out-of-phase condition, there was also 

a wider FWHM of the diffùse profile due to the effect of the terrace height distribution in the spot 

prome- From figure 4.2(b) it can be seen that the FWHM s u e  of the dif ise  shoulder is 0.19 to 0.24 

P.  

4.3.2 Time-Resolved SPA-LEED Measurements at an Out-of-Phase Condition 

In the tirne-resolved SPA-LEED experiment, the intensity data of diffraction spot profiles dong 

[-1101 and [O011 directions can be coliected automaticaliy by using commercial computer software 

modified by Riel, Grossmam and Piercy. The experiment may be continued for several hours while 

a specimen surface is being annealed. Before we canied out measurements, the sarnple surFace was 

roughened as described in the previous section and then SPA-LEED instrumental parameters such as 

electron beam energy, filament current, and channeltron voltage were set properly. The number o f  

raw data points recorded for every spot profile was 1000 and the scan tirne of every point was 50 ms. 

The deflection voltage was controlled in a range of 20V(the approximate Brillouin zone width). The 

temperature ofthe sample surface was controlled automatically. The sarnple was heated to the desired 

amealing temperature as quickiy as possible. The average speed of heating up to the desired 

temperature was about 7OC/s. Once the surface was heated to the expected temperature of 800 K o r  

850 K, it was kept at this constant temperature untii the end of the experiment. 

After ail the parameters were set up, we started to carry out the measurements of spot profiles at 

the out-of-phase condition and, at the same time, the measured raw data were stored into a data 

directory on a hard disk in a computer. The experiment generally continued for 3 hours at least. 

4.3.3 Treatment of Experimental Data 

After finishing the measurements mentioned above, we needed to analyze the raw data of the spot 

profiles since the raw data only gave us qualitative information including a Bragg peak and a diffise 



shoulder at the out-of-phase condition. However, important quantitative information could not be 

obtained accurately without the help of a mathematical analyticai method. For example, we wanted 

more accurately to separate the diftùse shoulder fkom a spot profile and to determine the FWHM of 

the dBùse profile. So, we had to create a mathematical formula to fit the raw data and to obtain a best 

fit. From the best fitting parameters we could obtain the FWHM size and distinguish the Bragg peak 

delta function and d i f i se  shoulder in the spot profile. Our fitting procedure was based on maximizing 

the approximate probabiiity fùnction expressed by 

where x2 is defined as 

where yi is the measured experimental value, y(xi; (ai)) is a fitting function, and {a; )=(a,, +, . . . , Q 

contains m fitting parameters. oi is the standard deviation expressed by ( ~ J Z ) ' ~  (T: gate time). I f the 

x2 value reaches a minimum, the probability function P((aJ) reaches a maximum. This means that 

the parameters {a,) have maximum probability. So we cal1 the parameters of  the maximum probability 

the best parameters. Based on the shape ofthe spot profile at the out-of-phase condition, we adopted 

a Gaussian function for the Bragg peak broadened by the instrumental response and a Lorentzian 

hnction for the d i f i s e  shoulder caused by the terrace height distribution as the mathematical formula 

which was expressed by 



where a, is the background intensity. a, and a, are the amplitudes of the Bragg peak and diffuse 

shoulder, respectively. a, is the center position of the peak of the spot profile. a, is used to determine 

the HWHM value. The values of a, and a, were fixed and the rest of the parameters were fitted. The 

value of a, was deterrnined from the full width at half maximum of the Bragg peak delta function and 

a, was given by a,=(l+d)/2, where the value of d is the dimension of the Lorentzian function chosen 

for fitting the ditfuse profiles. For d=l, a7=L and the fitting function has the form of a one-dimensional 

Lorentian function. For d=2, a7=lS and the fitting function has the form of a two-dimensional 

Lorentian function. 

4.3.4 Analysis of Results 

From the experimental measurements and fitting results above, we got qualitative knowledge. The 

average terrace width increases with a~ea l ing  time. In order to get the fundamental quantitative 

power law of surface flattening kinetics, we plotted a log-log graph of the average terrace width, 

I(t)=2/HWHM, versus a~ea l ing  time in figure 4.3. From the figure it can be found that the average 

terrace width I(t) increases by roughly 3 times over the time interval fkom 1 to 100 minutes. 

From the analysis results of figure 4.3, it can be seen that the average terrace widths in the two 

different directions varying with annealing time at 800 K were fitted by a power law 1(t)=tP. The fitting 

results show that the p values of the power law for [-1101 and [O011 directions are 0.25 and 0.22, 

respectively. If we chose to fit over annealing times from 20 min to 140 min, the P values for [-1101 

and 100 11 are both 0.25. These results were obtained by using a one-dimensional Lorentzian function 

(a,=l). If we used a two-dimensional Lorentzian function (a71 -5 )  to fit the difise profiles, the values 

of the flattening exponent P for [- 1 101 and [O0 11 are 0.24 and 0.20, respectively. Compared with the 

results using the  one dimensional Lorentzian function, the values of the flattening exponent are slightly 

smaller, but the difference is not large. 
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Figure 4.3 The average terrace width varies wZth annealing time at 800 K. 

Using the same method, we analysed data at the higher annealing temperature of 850 K. From the 

analysed results of figure 4.4, it can be seen that, for a one-dimensional Lorentzian function, the P 

values of power law for [- 1 1 O] and [O0 11 are both 0.24. I f w e  observe figure 4.4 carefully, we can see 
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Figure 4.4 The average terrace width varies with annealing time at 850 K. 



that the fitting result for [OOl] direction is not very good since there are more points Iower than the 

fitted line. At early time, the average terrace width versus annealing time rnight be a curve- If we chose 

the time range from 3 to 130 minutes. the value of the flattening exponent P was 0.28 (dashed line). 

If we used a two-dimensional Lorentzian fùnction instead, the P values of power law for [-Il01 and 

[O0 1 ] were changed to 0.23 and 0.2 1, respectiveiy . 

From the above results, it can be seen that the measured values of exponent P for the growth of 

the average terrace width (l(t)) diEer by 10.04, cornparhg data in different crystallographic directions 

or at different a ~ e a l i n g  temperatures. In addition, we estimate that a systematic error in B of about 

15% could be introduced by the choice of fixed parameters a? and a, and the fitted data range. In 

sumrnary, we obtain an average measurement of the flattening exponent P=0.24*0.04. 

4.3.5 Cornparison of High and Low Sputtering Doses 

The results given above are similar to that of previous experiments after the higher sputtering dose 

done by Piercy and Grossmann [1,2]. Their flattening exponent P fell in the range 0.23-0.25 at 

amealing temperatures of 8OO and 850 K. The experimental result after the low sputtering dose tells 

us that even though the surface has a flatter initial condition, the measured flattening exponent P 

basically does not change. In order to understand the sirnilar flattening exponents after the higher and 

low sputtering doses, we investigated the effect of a ~ e a l i n g  on the terrace height distribution in the 

next section- 

4.4 Determination of the Terrace Height Distribution and Interface Width 

In this section, we focus on discussing the effect of annealing on the terrace height distribution 

and the interface width after the surface is sputtered by argon ions at the low or higher sputtering dose. 

In order to do so, we had to do SPA-LEED experiments to record spot profiles for a range of electron 

beam energies fiom the in-phase condition to the out-of-phase condition at room temperature after 



different annealhg times at 800K. Similar to the treatment in section 4.3.3, we built a mathematical 

formula to fit the shape of a spot profile and to distinguish the Bragg peak and the diffuse shoulder. 

Based on the results ofthe best fit, the relative weight Go(kl) of the Bragg peak versus electron beam 

energy (or phase) was calculated by using a numerical integration and then plotted as a graph fiom 
i 

which we could determine the terrace height distribution and calculate the interface width. 

4.4.1 Methods of Determining the Terrace Height Distribution and Interface 

Width 

In section 2.3 we introduced the definition of the interface width in terms of Eq.(2-25). In this 

section we will show how to determine the interface width and the terrace height distribution. So far, 

there are three methods to determine interface widths, using 1) the data near the in-phase condition, 

2) the halfwidth of the relative weight curve Go(h), and 3) the terrace height distribution. No matter 

which way we detennine the surface interface width, at first we must determine the relative weight 

G0(kl) varying with electron beam energy by means of Eq. (2-23). We will briefly introduce the three 

methods as follows: 

1) Near the in-phase condition[l,22] 

Let us assume that the perpendicular momentum transfer klis close to the in-phase condition. The 

electron wave phase, d k ~ ,  may approximately be expressed by 

dk, = 2 d + d a , ,  (4-7) 

where I is an integer and d s k ~  a 2rr near an in-phase condition. Before we expand the exponential 

within the brackets in Eq.(2-19) we define the moments M,,(I)=dV<(h(m+l)-h(m))? We insert Eq. 

(4-7) into Eq.(2-19) and expand with respect to d s k ~  The structure factor can be expressed by[22] 



For odd v al1 the moments vanish. As a result we oniy consider even moments M2,(1). Since dski 

is a very small amount, we keep the lowest moment term M,(1) and dl the higher terms are neglected. 

Eq.(4-8) may be firrther rewritten as 

Comparing Eq.(4-9) with Eq.(2-21) we find that the relative weight G0(kl)ofthe Bragg pea 

be expressed by[22] 

.k may 

Go (k , )  = 1 - w2(6kJ2 

By using Eq.(4-IO), we can plot a graph of Go(h )  versus ( 6 ~ ) ~  in the vicinity of the in-phase 

condition and determine the interface width fiom the siope of the Go(k4 Cumes. Although this 

method is sirnpler to determine the interface width by calcdating several points of G,(kl) which are 

close to the in-phase condition, it cannot provide the full terrace height distribution. 

2) HaIf width of relative weight curves G,(kl) 

In this method, G0(kl) values from the in-phase condition to the out-of-phase condition need to 

be calculated. From the G,(kl) curve we can rneasure the half width at half maximum of G&L) (see 

figure 4.5). Then, we use the Gaussian approximation to determine the interface width which is 

expressed by 

where w is the interface width and 64,, is the half width. d is the height of steps at the surface. Like 

method 1) near the in-phase condition, this method cannot provide the terrace height distribution at 

the surface. However, the method is more convenient to analyse interface widths qualitatively 



according to Eq.(4-11). For example, when the haif width of a Go(kr) curve increases, the 

corresponding interface width is reduced and the surface becomes flatter. Otherwise, the surface 

becomes rougher. 

Figure 4.5 The relative weight,Go(kl), of the Bragg peak varies with phase. 

3) Terrace height distribution 

Sirnilar to the previous method, to obtain the terrace height distribution we also need to determine 

Go(kL) values from the in-phase condition to the out-of-phase condition. However, the diEerence is 

that this method uses Eq.(2-22) to fit the relative weight curve G0(kl)- From the fitting results we 

can obtain the terrace height distribution. In order to fit the GO(h)  curves easily, Eq.(2-22) may be 

fiirther rewritten as 

where 8, is the exposed coverage of the n" level and Q k d .  We use Eq.(4-12) to fit the relative 

weight curve Go(kl) to get the best parameters (8,). Based on these parameters (O,} and the 

definition of the interface width in Eq.(2-25), we can further deduce the interface width as follows 



Using Eq.(4-13), we can work out the interface width based on the terrace height distribution. 

As a result, we preferred to use this method to analyse the surface since it can not oniy determine the 

interface width but d s o  provide the information of the terrace height distribution. 

4.4.2 Determination of G&L) after Low or High Sputtering Doses 

From the above discussion, we know that, no matter which method we choose, we must at first 

determine Go(kl) values from experiments. According to Eq.(2-23), we have to determine the ratio 

ofthe integrated Bragg peak intensity to the  total integrated intensity. In order to get these integrated 

intensities, we need to analyse every spot profile and to separate the Bragg peak from the spot profile 

by using a mathematical formula. We camed out SPA-LEED experimental measurements of after 

both low and higher sputtering doses. 

For the low sputtering dose, the expenmental procedure was similar to that of measuring the 

flattening exponent p. At £irst, the sarnple surface was cleaned by argon ion sputtering at the dose of 

200 pA*min foliowed with anneaiing at 725 K for 10 minutes and at 950 K for 20 minutes which made 

the surface nearly stoichiometnc and Rat. After the sample was cooled to room temperature in the 

vacuum charnber, the sample surface was sputtered at the low dose of 10 pA*min and then annealed 

at 725K for 10 min. Following that, the surface was annealed at 800 K for different a ~ e a l i n g  times. 

After each annealing stage, we camed out the SPA-LEED measurements fiom the in-phase condition 

to the out-of-phase condition at room temperature. The annealing time at 800 K is listed in Table 4.2. 



Table 4.2 Annealing times at 800 K after the low sputtering dose. 

During rneasurements, we selected the electron beam energy in the range of 123.5eV- 156.5eV 

which covered frorn the in-phase to the out-of-phase condition. In the range of 123 SeV-140SeV, we 

recorded the spot profiles varying w*th the electron beam energy in steps of leV, while, for the rest 

energies, they were collected in steps of 2eV. 

For the higher sputtering dose, the experimental procedure was similar to that of the low 

sputtering dose except using a 200 pA*min instead of 10 pA*min dose. In addition, there was a Iittle 

daerence in annealing time which is shown in Table 4.3. From the SPA-LEED rneasurements, we 

found that after the low sputtering dose and then annealing at 725 K for 10 min, the @,O) diffraction 

spot at the out-of-phase condition colrld be  observed while, after the higher sputtering dose and 

annealing at 725 K for 10 min, the (0,O) difiaction spot at the out-of-phase condition could not be 

found. This fact shows that the crystalline surface after the higher sputtering dose is rougher than that 
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Table 4.3 Anneaiing times at 800 K after the higher sputtering dose. 
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time(min) at 800 K 
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4.4.3 Analysis of Diffuse Shoulder Profiles at the In-phase Condition 

In section 2.4, we discussed the instrumental response and resolution. We know that, for a rough 

725 

10 

O 

Temp .(K) 

Time (min) 

Cumulative annealing 
time(min) at 800 K 

800 

0.2 

0.2 

800 800 

4 5 I 
5 10 

800 

20 

30 

725 

10 

O 

800 

70 

100 

800 

1 

1 

800 

5 

6 

800 

4 

10 



stepped surface without other defects such as impurities and point defects, the distribution of 

diffraction intensity at the in-phase condition only depends on the instrumental response rather than 

the surface response. That is, an ideal spot profile at the in-phase condition looks like the Bragg peak 

broadened by the instrumental response, while there should be no diffuse shoulder. However, in our 

actual measurements, we found that each of the measured spot profles at the in-phase condition 

contained a difise shoulder besides the Bragg peak(see figure 4.6). From figure 4.6 it can be seen 

that the FWHM sizes of the Bragg peak and diffuse shoulder are 0.003-0.004 k1 and 0.1 1-0.14 A-', 

respectively. In addition, the analysed results showed that the integrated intensity ofthe difise profile 

was no less than that of the Bragg peak at the in-phase condition. This made our analysis more 

complicated than for ideal spot profiles. At other electron barn energies, the terrace height distribution 

of the surface also causes a diffuse profile. This means that, for non-ideal spot profiles, except at the 

in-phase condition, the difise profile consists of the effects of both the terrace height distribution and 

other defects. So, we couldn't directly extract the effect of the temce height distribution in the spot 

profile like for an ideal spot profile. In order to separate the effect of the terrace height distribution 

from the difise profiles correctly, we had to analyse what caused the diffuse shoulder at the in-phase 

condition. 
4 
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Figure 4.6 Spot profiles in 1-1 101 and [O011 directions at the in-phase condition. 



We did a lot of different experiments to investigate what causes the diffuse shoulder at the in- 

phase condition. For example, we carried out experiments of the eEect of annealing time on diaise 

profiles at the in-phase condition (see figure 4.7). From figure 4.7, it can be seen that the diffuse 

B I 0 at 8OOK for 1 min 
+ at 800Kfor 10 min 1 
A at 8OOK for 100 min 

& 

Figure 4.7 The surface was annealed at 800 K for 1, IO, 100 min. 

shoulders have no obvious change with increasing annealing time from 1 min to 100 min. Ifthe d i f i se  

shoulder results from point defects at the surface, afler a long period of amealing tirne, the  density of 

the point defects might be expected to be reduced. A change of the density of the point defects will 

affect the diffuse shoulder. However, the experimental result shows that the diffuse shoulder has no 

obvious change. The experimental result suggests that the diffuse shoulder at the in-phase condition 

does not corne from point defects at the surface. According to the results of different experiments, we 

think that the diffuse shoulder at the in-phase condition might corne from our instrument itself. As 

a result, we could consider the whole spot profile (Bragg peak plus diffuse shoulder) at the in-phase 

condition as a convolution of the Bragg peak delta function with the instrumental response function 

which is expressed by 



w L  

where 4 B, and C are the amplitudes of the Bragg peak, narrow shoulder and diffuse shoulder, 

Figure 4.8 The fitted results at the in-phase condition. 

respectively. a is the width of the Gaussian and w and d are the half widths of a narrow and d f i s e  

shoulder. We used Eq.(4-14) to fit the spot profiles at the in-phase condition. The fitted results are 

shown in figure 4.8. 

4.4.4 Mathematical Formula for Non-ideal Profiles 

In the previous section, we put fonvard the whole spot profile at the in-phase condition as the 

instrumental response fûnction, based on our experimentai analysis. As a result, Iike that of an ideal 

spot profile, a mathematical formula for a non-ideal profile at an arbitrary phase condition may also 

be expressed by 



where y, is the background intensity. D is the amplitude of the delta finction and S is the amplitude 

of the diffuse shoulder caused by the terrace height distribution. t is the half width of the diffuse 

profiles. g(q a) is the instrumental response function expressed by 

The function g(x, a) of the instrumental response is based on the fitting result of Eq.(4-14) (see 

figure 4.8). Where h=A/(A+B), hl = B/(A+B), h2=C/(A+B), rl =w/a, and r2=d/u. The ratios h, h,, h ,  

r, and r, are considered to be approxirnately constant, and independent of electron beam energy. 

Using Eq.(4-15) we fitted the spot profiles fiom the out-of-phase condition to near the in-phase 

condition. The fitted results at the out-of-phase condition are shown in figure 4.9. From titted results 

Figure 4.9 The fitted results at the out-of-phase condition. 



we could determine the FWHM sizes which are 0.09A-' for the low sputtering dose and 0.1 SA-' for 

the higher sputtering dose after a~ea l ing  for 1 min. The anaiysed result also indicates that the surface 

is rougher after the higher sputtering dose than f i er  the low sputtering dose. 

In addition, for the spot profiles in the vicinity of the in-phase condition (129.5- 132.5 eV), we 

found that Eq.(4-15) could not be fitted very reliably. In order to solve this problem we spent a lot of 

time to build different mathematical formulas to analyse the profiles. We tried to test many different 

fitting methods such as fitting raw data of both cxystallographic directions at the sarne time and 

reducing the range of K,, included in the fit, based on Eq.(4- 15). We found that, although the problem 

still existed, including a narrower Kr, range in the fit gave better results. The main difficulty is that, 

when the electron beam energy is close to the in-phase condition, the effect of the terrace height 

distribution in the diffuse profile is so small that it is difficult to distinguish its effect in the spot profile 

more accurately. 

4.4.5 Numerical Integration of Diffraction Intensity 

Based on the parameters of the best fit using Eq.(4-15), we may calculate the intensity of the 

Bragg peak and the difise profile using analytical or numerical integration methods. However, due 

to the asymmetry of spot profiles, the values offitting parameters such as D or S are different in [- 1 1 O] 

and [O0 11 directions so that analytical integration cannot be used very well. As a result, we had to use 

numerical integration instead. 

4.4.6 Error Calculation of G, Values 

Before giving the results we need briefly to discuss the error calculation of the relative weight 

G,(kl). According to the definition of statistical error, the error of the reIative weight G,(kl) may be 

expressed by 



Eq.(4-17) is suitable for the analytical integration method. However, although it also works for 

the numerical integral method, we use another formula for the error instead of Eq@I 7) in order to 

Save tirne. The formula is expressed by 

m 1 

AG, = (z (~,({aSi # ,),a; + O,) - ~ , ( { a , ~ ) ) ) ~ ) ~ ,  (4- 1 8) 

where {soi} is the best fit result based on Eq.(4-15) and oi is the standard deviation of the parameter 

aoi. Based on Eq.(4-18), the error of the relative weight G,(kI) can be calculated. Here, we need to 

mention that we use the software of Origin version 5.0 to fit the measured spot profiles using the 

Levenberg-Marquart method. 

4.4.7 Analysis of Results 

Before giving analysis of results, we compared the sizes of the HWHM at the out-of-phase 

condition measured by both time-resolved SPA-LEED during anneahg and SPA-LEED at room 

temperature between a ~ e a l i n g  stages. The fitted HWHM results are shown in figure 4- 10. 

From figure 4.10, it can be clearly seen that the size of the HWHM measured by SPA-LEED at 

room temperature is slightly lower than that done by tirne-resolved SPA-LEED during anneahg. The 

difference rnight corne fiom the effect of temperature on the spot profiles or the  influence of history 

of the sample treatment shown in section 4.5.2. If we use a power law to fit the  HWHM values fiom 

SPA-LEED at room temperature, the slope of the HWHM is about 0.22-0.24 which is sirnilar to the 

exponent value found previously in section 4.3 -4. This figure illustrâtes that the ~ W O  expenments have 



f ime-revolved SPA-LEE0 
SPA-LEED versus energy 

Tirne (min) 

Figure 4.10 KWHM Vary with increasing annealing time at 800 K d e r  the low sputtering dose. 

similar results at the out-of-phase condition. That is, we may investigate the ef5ect of a ~ e a l i n g  on the 

terrace height distribution by collecting spot profiles at room temperature after different annealing 

times. 

Now we study the relative weight G0(k )  versus electron beam energy at different annealing times 

shown in figure 4.1 1. From figure 4.1 l(a) corresponding to the Iow sputtering dose it can be found 

that the relative weight G,(kl) increases with annealing time at a fixed phase. The increase of the  

G&) value indicates that the crystalline surface is flattening. For the higher sputtering dose(see 

figure 4.1 l(b)), at or near the out-phase condition, the relative weight GO(kl) increases with a ~ e a l i n g  

time. However, when the phase approaches the in-phase condition, the G,(~L) values aAer a ~ e a l i n g  

time for 1 min or 100 min do not obey the above rule but the rest of the values obey the nile. We use 

the half width of the G,(kl) curve to estimate the interface width. For the low dose case, it can be 

found that the half width at G0(kl)=0.5 varies fiom 0.4 1 r to 0.47~. According to Eq.(4- 1 I), the 

calculated interface width falls in the range 1.8 A - 2.1 A. The change of interface width is estimated 



to be about 0.3 A. For the higher dose case, the halfwidth of GO(lu) at 0.5 varies fiom 0.2% to 

0.32~ which corresponds to the interface width in the range 2.8 A - 3 A. The change of the interface 

width is about 0.7 A. 
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. Figure 4.1 1 The relative weight G,(kl) varies with phases at different annealing times. 



We quantitatively determine the terrace height distribution by fitting the relative weight G,(kI) 

versus phase after dzerent annealing tirnes. The statistical error of the relative weight Go(kL) was 

calculated by using Eq.(4-18). The cdculated results show that the relative statistical errors of  Go(k~)  

fell in the range of 3-5%. So, we selected a maximum 5% as the relatiire statistical error of the relative 

weight G,(kI). During fitting, we used this statistical error as weighting. Based on Eq.(4- 12), we 

selected a five-levet system to fit the relative weight curve G,(kI) for the low and higher dose cases. 

For the low sputtering dose, the fitting results after different ameaiing times fkom 0.2 min to 100 min 

at 800 K are shown in figure 4.12 in which we can see the fitted curves and fitting results. Based on 

the fitting results we can obtain the coverage O,, of every terrace level listed in Table 4.4. From Table 

4.4 it can be seen that the coverage of each level is difTerent and that with increasing annealing time 

the coverage of each level alrnost stays constant although it has a small fluctuation. The total coverage 

of the first three levels is at least 97% of the total surface; the coverages of 8, and 8, are so small that 

they may be neglected- 

Table 4.4 The coverage varies with increasing annealing time after the low sputtering dose. 

For the higher sputtering dose, the fitting results f i e r  the different annealing times from 1 min 

to 100 min are shown in the figure 4.13. Based on the fitting results the coverage of evey level is 
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4.12 The terrace height distribution at the surface varies with diEerent anneaiing 

times at 800 K after the low sputtering dose. 
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obtained and listed in Table 4-5. From Table 4.5, it is found that the coverage of every terrace level 

stays relatively constant although there are small fluctuations. The total coverage of the fist three 

levels occupies about 93% of the total surface- 

Table 4.5 The coverages Vary with increasing annealing tirne after the higher sputtering dose. 

Occurrence 

Now we compare the terrace height distribution after the low sputtering dose with that after the 

higher dose(see figure 4.14). From figure 4.14, it cm clearly be seen that the coverage of the first 

level in the low dose case is about 20% larger than that in the higher dose case while the coverages 

of the other levels in the iow dose case are smaiIer than those of the higher dose case. In addition, 

for both cases, more than 93% surface atoms occupy one of the fkst three ievels. 

In addition, fiom figures 4.12 and 4.13, we can see that in the range of phase 6@=0.4 (13 6.SeV) 

to 1.0(150.5eV), the fitting curve and the data G , ( ~ L )  with error bars match very well. However, 

when approaching the in-phase condition, the fitting curve and the data G,,(kI) with error bars do not 

fit very well. This might corne from systematic errors while in figures 4.12 and 4.13, the indicated 

error bars are statistiçd errors. Fortunately, the bigger systematic errors near the in-phase condition 

do not influence our fitting results. Whether we remove these data near the in-phase condition or keep 

them, the fitting results of the terrace height distribution basicdy stay the same, within the range of 

statisticd errors. Therefore, we can Say that the analysed results above may be accepted. 
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Figure 4.13 The terrace height distribution at the surface varies with dïerent  annealing 

times at 800 K after the higher sputtering dose. 



Using the terrace height distributions of Table 4.4 and Table 4.5, we can further determine the 

interface width versus annealing time fiom Eq.(4-13). The calculated results are shown in figure 4.15 

nom which it cm be clearly seen that the interface width after the low sputtering dose is smaller than 

that after the higher sputtering dose. With increasing annealmgtirne at 800 K the interface wi-dth after 

the low sputtering dose reduces slightly while that after the higher sputtering dose increases slightly. 

Note that the average terrace width increased from 20A to 60-70A at 800 K for 100min. In addition, 

comparing the result of the terrace height distribution with that of method (2) using the halfwidth of 

the G&L) curve, we can see that for the low dose case, the interface widths £iom the two methods 

are consistent. They have similar values, within error bars, and the same tendency to decrease with 

annealmg time. For the higher dose case, the interface widths from the two methods have similar 

values. The method using the terrace height distribution shows that the interface width increases 

slightly while the rnethod using the half width of the G,(kI) curve predicts that the interface width 

reduces slightly. This difference could corne from systematic errors. Considering the error bars, 

we rnay say that the interface widths stay roughly constant at about 2.2A for the low dose case and 

at about 3 .O#% for the higher dose case. 

Figure 4.14 The terrace height distribution after the low or higher sputtering dose. 
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Figure 4.15 The interface width varies with annealing time. 

4.4.8 VerXication of Terrace Height Distribution 

In the previous section, we did not mention that when we fitted the relative weight Goch)  versus 

phase by using Eq.(4-12), we found that there were two possible solutions for the terrace height 

distribution: In one solution 8, is at the top and 0, is at the bottom as shown in figure 4.14 and the 

other is the reverse. In reality, we expect that oniy one of these sûlutions is correct. For the higher 

sputtering dose, we cannot determine which one is correct d e r  many layers have been removed. 

However, for the low sputtering dose, we can determine which one is possible. In order to determine 

which one corresponds to our actual terrace height distribution after the low sputtering dose, we 

carried out a still lower dose experiment (SpA*min). From the results of  the SPA-LEED 

measurements, we found that, at the out-of-phase condition, the spot profile &er a SpA*rnin 

sputtering dose is similar to that before the sputtenng except for the difference in the Bragg peak 

height. The result tells us that only a small fraction of a monolayer at the surface was removed. The 

few small islands and vacancies formed will give a broad spot profile that is too weak to be 

distinguished from the background. In this case, we may assume that the surface after the SpA*min 



sputtering dose is a two-levei system. 

For a flat surface, the diffraction intensity may be deduced from Eq.(2-18) to be I=cN2 when N 

approaches a very large number, where c is the form factor and N is the total number of unit ce11 

colurnns at the surface and assurned to be large. M e r  the SpA*mùi sputtering dose, we assume that 

TV2 unit cells are removed from the surface and N, unit cells still stay at the surface. BeIow the removed 

unit cells, there are N2 unit cells exposed in the layer below. At the out-of-phase condition, we can 

obtain the formulas for the diffraction intensities before and after sputtering 

where 1, and 1, are the intensities of the Bragg peak after and before the surface is sputtered and 

partially annealed, respectively. c, is the constant at the out-of-phase condition. In order to detemine 

the number N2 of unit cells removed, Eq.(4-19) can be rewritten as 

- 

Based on the spot profiles measured by SPA-LEED, we carried out fitting and then calculated 

the diffraction intensity of the Bragg peak by using the numencal integration. The calculated results 

are listed in Table 4.6. 

From Table 4.6, it can be seen that, in the Iowest sputtering dose, the number of the removed unit 

cells at the surface is about 0.22 rnonolayer(ML) and that, after the 10pA*rnin sputtering dose, the 

number ofthe removed unit cells is between 0.47 and 0.54ML. These rough results are consistent with 

the relationship of eSw.-=810fl.RLin/2, expected where the sputter yield is proportional to incident ion 

dose. 



Table 4.6 The difiaction intensity of the Bragg peak- 

lowest sputtering 5 2155 0.22 

low sputtering 10 4 1 0.47- 0.54 

In addition, according to the terrace height distribution, we may calculate the number of unit cells 

removed fiom the surface by using the following formula 

where (3 is the number of the removed unit cens. Based on the data of Table 4.4, we calculate that 

about 0.5 ML of unit cells is removed from the surface by the lOpA*min sputtering dose. This result 

is consistent with the relationship between the sputter yield and the incident ion dose. If the 

distribution were upside-down, about I SML would have to have been removed. This result disagrees 

with the relationship of sputter yield proportional to the incident ion dose. As a result, we confirrn 

terrace height distribution s h o w  in figure 4.14 after the low sputtering dose. 

From the above analysis result, we are sure that about OSML couid be removed fiom a TiO, (1 10) 

surface after a lOpA*Mn sputtering dose with Argon ions at 500eV and a ~ e d i n g  at 725K for 10 

minutes in vacuum. 

4.5 Causes of Experirnental Errors 

From the experimental results above we find that Our experiments were successfiil and our analysis 

methods and final results are reasonable. Even so, the accuracy of our experiments was limited by 

factors such as our instrument and Our sample surface. We will analyse these factors. 



4.5.1 Instrumental Causes of Errors 

In section 4.4.3, we analysed the diffuse shoulder of the spot profiles at the in-phase condition and 

showed that the d i a s e  shoulder might come fiom our instrument itself. Due to this diffiise profile at 

the in-phase condition, we had to create a more compiicated mathematical formula and used it to  fit 

other spot profiles. In Eq(4-lS), we suppose that the form of the instrumental response function 

g(x,a), determined at the in-phase condition, is unchanged at other electron energies. However, dunng 

experiments, we found that the form of the instrumental response function at the in-phase condition 

changed slightly with the sample.current. This results in changes of the ratios of the amplitudes and 

widths in Eq.(4- 16) (see figure 4.16). Even though changes in the ratio h, are very small, its influence 

will be bigger for fitting spot profiles near the in-phase condition since the amplitude, D, of the delta 

function is large. 

Figure 4.16. The spot profiles of the in-phase condition at different sample currents. 

From figures 4.12 and 4.13, it can be seen that some G&L) points near the in-phase condition 

deviate fiom the fitted curves. The deviation near the in-phase condition could be due to a slight 



change in shape of the instrumental response fbnction with the sample curent and with energy, 

combined with the fact that the effect of the terrace height distribution in the spot profile near the in- 

phase condition is too srnall to be distinguished more accurately. 

4.5.2 Sample Surface Treatment 

Other defects at the sample surface also influence the measurernents. From the history of our 

sample treatment we found that the spot profiles changed with sample treatment history. From figure 

4-17, it can be seen that after the same sputtering dose and amealing temperature as we1I as time, the 

spot profiles at the out-of-phase condition depend on sample treatment histoxy. In the earlier life of 

the sample, the spot profiles showed smaller intensities of the Bragg peak delta function. However, 

in later life, after many treatments of spu~tering and a ~ e a l i n g ,  the intensities of the Bragg peak delta 

function increased by about 5 times, and at the same time, the FWHM of the diffuse profile reduced 

slightly. This is why we see the slight ditference of the HWHM sizes in figure 4.10. 

I Later life 

Figure 4.17 The spot profiles at the out-of-phase condition change with sample treatment history. 

From our experimental conditions, the relative error in the low sputtering dose was 5%. That is 



10.O*O.5pACmin. The relative error of annealing temperature is about 2%. We think that these 

experimental uncertainties do not cause the change of the Bragg peak intensity in spot profiles 

mentioned above. The change of the Bragg peak intensity might result h m  point defects at the sarnple 

surface. We do not think that the point defects come from impurities shce the amount ofthe impurities 

is very small, about 1% according to AES experimental results. 



Chapter 5. Discussion 

In this chapter we will mainly discuss our experimental results and compare them with otker 

researcher' s results. We also discuss Our analysis methods- 

5.1 Cornparison of Average Terrace Widths from STM and SPA-LEED 

As mentioned in the introduction, there are two main methods to investigate surface morphology 

and defects: One is diffraction techniques and the other is imaging techniques. In 1994, Onishi and 

Iwasawa[23]used STM to investigate reconstmction of a TiO, (1 10) surface. From their published 

STM image after the TiO, (1 10)(1x1) surface was sputtered and then annealed at 860K for 30 

seconds, we estimate that the average terrace widths on the surfàce in [- 1 1 O] and [O0 11 directions are 

about 90A and 50A, respectively. These results are obtained by us, using the intercepting line rnethod 

to analyse their STM image shown in figure 5.1. From our experimental results shown in figure 4.4, 

it can be found that d e r  the TiO, (1 10)(1 x 1) surface was sputtered at a low dose and then annealed 

at 850K for 30 seconds the average terrace widths in [-Il01 and [O0 11 directions are about 40A and 

28A, respectively. 

Companng the two experimental results, we find that the average terrace widths measured by the 

STM image are about twice as big as those determined by the SPA-LEED method. The difference 

rnight come fiom several reasons: 1) The two crystalline surfaces might have different initial 

roughened conditions and different average terrace widths. From Onishi and Iwasawa's experimental 

description, it can be found t hat their sample surface was sputtered by argon ions with acceleration 

voltage 3kV for 5 minutes.(They did not provide the sample current.) Our sarnple surface was 



bombarded by argon ions with acceleration voItage 0SkV for 5 min and the sarnple current(iiuding 

the holder current) was controlled at 2.0I0.1 p A  From their STM image, it can be found that after 

sputtering and anneahg at 800 K, the crystalline surface shows a seven-level system at lest, while 

our analysed results show that our crystalline surface contains approximately three levels f i e r  the low 

sputtering dose and then annealing at 800K- Note that these results follow ion bombardment with 

different acceieration voltages. Argon ions of different energies have difFerent penetration depths at 

a TiO, (1 10) surface. As a result, the different energies of argon ions produced digerent initial 

surfaces. 2) The STM image and the SPA-LEED method have different analysed field areas. The 

STM image shows a smaiier surface area of about 35x35 nm2 while the SPA-LEED measurement 

covers a surface area of about 4 mm2. The STM field of view contains a few terraces or islands so 

that it can not represent the average properties of the whole surface morphology while the results of 

the SPA-LEED measurement better represent the surface morphology since the SPA-LEED 

measurement covers a much bigger area than the STM image. Therefore, we can Say that the average 

terrace widths determined by SPA-LEED method are more accurate than those measured fiom an 

STM image. 

Figure 5.1 STM image taken by Onishi and Iwasawa[23]. 



Although the average terrace widths measured fkom the STM image are different from those 

determined by the SPA-LEED method, they have the same order of magnitude. Therefore, the result 

of the STM image can support Our experimental results qualitatively. 

5.2 Flattening Exponent P 
The studies of sunace flattening kinetics now mainly focus on determinhg the surface flattening 

exponent p. In order to determine its value, a lot of experùnental studies have been done by many 

researchers for diierent rnaterials. There are two methods to produce an initial rough surface 

spanning only a few levels: One is to use MBE to deposit a few monlayers on a substrate and the 

other is to use argon ion sputtering to remove atoms from a substrate. Then, using the SPA-LEED 

technique, one measures the surface flattening exponent. So far there have been some expenmental 

results which show that the flattening exponent P varies mainly between 1/5 and 1/3. These rneasured 

results come fi-om difEerent single crystal materials such as Cu, Si, and TiO,. 

In the introduction, we reviewed the theones of surface flattening kinetics. Arnong them, the 

classical continuum mode1 put forward b y Mullins[6] was based on three assumptions: (i) the initial 

surface z=W(x,y,t=O) lies everywhere near the reference plane r O  and has no steep slopes; (ii) al1 

surface properties of the solid are independent of crystallographic orientation; (iii) the solid is 

restricted to one component for al1 transport mechanisms except viscous flow. For surface difision 

only, and assuming an initial height distribution at the surface corresponding to a delta function "hW 

at the origin (W(yO,t=O)=a6(x) or W(x, y, t=O)=a6(~)6(y)), with the help of mathematical tools, 

Mullins denved the following formula of surface flattening kinetics 

t 

d = c , (B~) ' ,  (5- 1 ) 

where d is the lateral correlation length which is from x=O to the first minimum of the Green's 

function, C,=4.6 corresponds to one-dimensional difision and C,=5.0 for two-dimensional difision. 



B=D,yQu/kT, where D, is the surface diaision coefficient, y is the surface energy per unit are* 

is the atomic volume, and u is the number of molecules per unit area of surface. From Eq.(5-l), it can 

be seen that the correlation lateral length d follows a power law with exponent B=1/4. From our 

experimental results, it can be seen that the value of the flattening exponent B equals 0.24I0.04 which 

is close to 114. Aithough the value is consistent with the predicted result o f  Mullins' theory, the 

surface flattening mechanism is different from Mullins' s surface flattening mechanism since we study 

the discreet average terrace width while Mullins studied the continuum lateral correlation length. 

Moreover, during anneaiing, the average tenace width at our sarnple surface increases but the 

interface width stays nearly constant within error bars. However, Mullins' flattening theory tells us 

that the lateral correIation length at the surface is increasing and, at the same t h e ,  the interface width 

is reducing. 

In addition, as desctibed in the introduction, Mullins's theory is only applied above the 

roughening transition temperature, TR, above which the surface exhibits a round microscopic 

rnorphology so that there are no cusps of surface tension. However, below T,, there is a cusp of 

surEace tension at the surface so that this results in the failure of Mullins' theory. Due to this 

problem, Rettori and Villain developed the theory of a bidirectionai sinusoidal modulation at a 

cxystalline surface. They thought that kink atoms at the surface mainly diffise from ledges of srnall 

islands to those of large islands and deduced the foilowing chernical potential of an atom on a ledge 

of average island radius R, 

where p, is defined as the free energy loss per atom when an atom moves h m  a ledge of one island 

to others. G, is a constant from a Taylor expansion for the free energy, G, per unit projected surface 

area. 4 is equal to R,,-%-, . Based on Eq.(5-2), below TR, they further derived that the height is a linear 



function of time t and that the lifetime r is proportional to h(0)A3. 

From their theoretical result, it may be seen that, ifh(0) is proportional to A, r =A4. This result 

suggests that, below T, the value of surface flattening exponent in this case may be 114. For a 

random surface which lies everywhere near the reference z=O, Mullins' integral solution[7] gives 

d=t1I4. Although the exponent value of Retton and Villain's theory is similar to that of our flattening 

exponent measured below TR, their flattening mechanism also is dzerent. So far, the theories of 

surface flattening kinetics predict a reduction in the interface widths with increasing annealing time. 

However, Our results show that the average tenace width increases with annealing time while the 

interface width stays nearly constant within error bars. 

5.3 Terrace Height Distribution at Surfaces 

Now, let us consider a Poisson distribution of depths at a surface. The formula of the Poisson 

distribution is expressed by 

where P, is the coverage of the nu' level at a surface and I indicates the average number of monolayers 

removed fiom the surface. According to Eq.(5-3), we can calculate the Poisson distribution of depths 

at a surface as shown in Table 5.1, for different average sputter depths 1. 

For the low sputtering dose, we compare Table 4.5 with Table 5.1. It can be found that the 

measured terrace height distribution is very close to that of a Poisson distribution for k0.40 or 0.50. 

The result is consistent with that of our analysis in section 4.4.8. However, for the higher sputtering 

dose (200pA*min), about ten monolayers rnight be removed fiom the surface. The measured terrace 

height distribution in Table 4.6 is different fiorn that of a Poisson distribution in this case. It appears 

that the Poisson distribution is only suitable for the low dose case here. 



Table 5.1 Poisson distribution of depths at a surface. 

The calculated result oftheory by using a Poisson distribution suppons our experimental analysis 

result of the terrace height distribution for the low sputtering dose. 

5.4 Interface width 

Based on the terrace height distribution, we obtain the interface width using Eq.(4-13) versus 

amealing time shown in figure 4.15. From figure 4.15, it can be seen that the interface width &er 

the low sputtering dose is smaller than that after the higher sputtenng dose. With increasing a ~ e a l i n g  

time, for the low dose case, the interface width reduces slightly while for the higher dose case the 

interface width increases slightly in cornparison with the increase of the average terrace width. 

Therefore, we can say that the interface widths after the low or higher sputtenng dose are about 2.2A 

and 3.0A within error bars, respectiveiy. 

In previous work done by Piercy and Grossmann[l], the interface width determined by using the 

data near the in-phase condition was 2.7A after a higher sputtering dose(300pA*min) and then 

annealing at a temperature o f  8OOK for 20 min. At the same conditions of the annealing temperature 

and annealing time but different sputtering doses( we used the sputtering dose of 200pA*min), the 

interface width determined by using the rnethod of the t e m e  height distribution is about 3 .oA. From 
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the two results, it can be seen that there is no big difference in the interface widths between the two 

analysis methods. The small difference might corne from the different sputtering doses and systematic 

errors. 

From Yang, Wang and Lu' s workC3 61 , their experimental results show that the interface width 

reduces siightly with increasing amealing time. In addition, Wollschlager and Henzler's experimental 

results[22] show that annealing cannot drastically improve the quality of the interface width at a 

surface which spans a few levels. Their expenmental results basically are consistent with ours. As a 

result, Eom Our experimental results and others, we can conclude that with increasing annealing time, 

the interface width in a few-level system stays nearly constant within error bars or changes very 

slowly. 



Chapter 6. Conclusion 

From SP A-LEED studies on a roughened TiO, (1 10)(1 x 1) crystalline surface, we determined 

not only a surface flattening exponent by analysing tirne-resolved spot profiles at  the out-of-phase 

condition but also the terrace height distribution and interface width versus annealing time &er the 

low o r  higher sputtering dose by measuring and analysing spot profiles varying with electron energy 

from the in-phase condition to the out-of-phase condition. The concrete conclusions are sumar ized  

as follows: 

1) The exponent value P (l(t)=tP) of surface flattening kinetics at the TiO, (1 10)(1 x 1) surface below 

a roughening transition temperature, T, equals 0.24*0.04, close to 114, even for a surface with the 

smaller interface width of  about 2.2A. Although the flattening exponent value is consistent with the 

resuh of Mullins' theory, the flattening mechanism at  the surface spanning only a few levels is 

difi?erent from Mullins's theory as well as other theories of  surface flattening kinetics. 

2) The average tenace width increases with annealing time. During annealing from 1 to 100 minutes, 

the average tenace width increases by roughly three times. The average terrace width determined by 

SPA-LEED is the same order of  magnitude as that of  the STM image. 

3) The terrace height distribution and interface width stay nearly constant within error bars with 

increasing annealing time at 800K after the low or higher sputtering dose. For the low dose case, the 

total coverage of the first three levels is at least 97% of the total surface and the interface width is 

about 2.2A. For the higher dose case, the total coverage of  the first three levels occupies 93% of  the 

total surface and the interface width is about 3.0A. 

4) About OSML is removed from the TiO, ( 1  10) surface &er the low sputtet-ing dose (10/1A*rnin) 

with 500eV argon ions and annealing at 725K for IO min. Ln this case, w e  determine the terrace 



height distribution shown in figure 4.14(a). However, for the higher sputtering dose, there are two 

possibilities of the terrace height distribution: One is shown in figure 4.14@) and the other is upside- 

down. For this case we cannot determine which one corresponds to the real surface as for the low 

dose case but we think that the terrace height distribution shown in figure 4.14(b) is the most 

probable one. 

5) For the low sputtering dose, the terrace height distribution at the surface is consistent with a 

Poisson distribution of depths. From this discussion, we conclude that the Poisson distribution is only 

suitable for the low sputtenng dose case. 

6) From the experirnental results above, we can deduce that, at this few-level system, the d f i s i o n  

of atoms fiom the ledges of smaller terraces to that of bigger ones takes place only on the same 

level but the probability of atoms jumping from one level to others is very small. This might come 

fiom the effect of the potential barriers at steps on difising atoms. 



Appendix 

Appendix 1: 

For a stepped TiO,(l10) surface, there are two dserent colurnn types which are shown in figure 

Al. The different columns result in different dynarnic scattering factors. As a result, we have to 

consider this difference. According to Eq.(2-1 l), the dmaction intensity is expressed by 

For an a-type column, the s c a t t e ~ g  factor, c(p,a), may be written as 

where f,(x)=t;(-x) because of tetragonal symmetry and a indicates magnitude of primitive lattice 

vector(a,). f,(x) is denoted as 

where an atom i at ri is in an a-type column. Also, for a b-type colurnn, the scattering factor, c(p, b), 

may be indicated as 

a /2  a/2 

From the geometncal shape of a and b type columns, we can see that f,(x)=f,(x-d2). As a result, 

Eq.(AI-4) may further be rewritten as 



Because the second term on the right side is srnaII, it rnay be ignored. As a result, Eq.(Al-5) may 

be firther rewritten as 

f , ( P , b )  z eGxai2 f, (&a) .  (AI -6) 

Based on Eq.(Al-6), for a stepped TiO, (1 lO)(l x 1) surface, the deaction intensity may fiirther 

be expressed by 

where if the column is a-type, s,=l, and if the column is b-type, s,= -1. 

Figure Al Two different types of columns at a TiO, (1 10) surface. 

Appendix 2: 

The structure factor G(k) can be split into two t m s ,  one is G, ofthe Bragg peak delta hnct ion 

and the other is G,,of the d i s s e  profile caused by the terrace height distribution. G(k) is expressed 

by 



In addition, G6(k)=~,(k~)GiW(K,/), where G,(kL) is the relative weight of the Bragg peak 

which varies with k~ and Gi,(K,,) is the Bragg peak shape. As a result, G(k) can be rewritten as 
- - 

G ( k y  = (K, )Gfdeal ) + 1- (A2-2) 

It is easy to get the relationships as follows 

JJ ~ ( k  1 7E I/ ) d 2 ~  // - - C (e ï&~<h(f i+ i~-h<m)~)JJ  e z ~ ~ * 6 d 2 ~ l ,  = Am, 
B Z  I B Z  

where A,,=a, *%* is the area of the surface B .Z. By means of Eq.(A2-2), we carry out the integration 

and obtain the resutt as foiiows 

In terms of Eq.(2-18), the diffuse ktensity, Sm can be expressed by 

S,(L 21,) = NF(P)G,,(~, , K, )- 

Because the form factor F(p) varies very slowly in cornpanson with the structure factor G(k), 

F(p) may be considered to be approximately constant. Based on Eq(A.2-6), we can obtain 

I f  Eq.(A2-6) is divided by (A2-8), we can further obtain 



Inserting Eq.(A2-8) into Eq.(A2-2), we can obtain as follow 

Here, we have proved Eq.(2-2 1). 

Appendix 3: 

According to definition, the relative weight, G0(kl), of the Bragg peak may be expressed by 

In addition, let us use the probability distribution of the terrace heights to simpliS Eq.(A3- 1). The 

sum of scattenng phase factors may be expressed by 

where Ph indicates the fraction of atoms at level h and 4 ( = k ~  d) is the phase of scattered electron 

waves. Therefore, G0(kl) may be hrther written as 

The Eq.(A3-3) may be rewritten as 



Go (k, ) = C P, P,. COS((([ - I' )). 
ii 

Let us assume 1-l'=h, and Eq.(A3-4) may be expressed by 

As a result, G,(kI) may be simply denoted as 

~ d k , )  = C c,, cos(dk,h), 

where Ch=xP,P,+,. Here, we have proved Eq.(2-22). 

Appendix 4: 

By means of Eq.(2-18), the delta intensity So(k~,K,,) may be expressed as 

According to Eq.(A2-2), Eq.(A4-1) may be rewntten as 

sJ(kL 7 = NF(~)Ga(kl )c;id4(E//)- (A4-2) 

Because the form factor F(p) changes ver-  slowly compared with the structure factor, the F(p) 

factor rnay be considered to be approximately constant. Eq.(A4-2) is integrated as 



Also, in terms of Eq(2-18) we can obtain total diffi-action intensity as 

Eq.(A4-3) is divided by Eq.(A44) and then Eq.(A2-3) and Eq.(A2-4) are inserted. We can 

derive the result as follows 

Here, we have proved Eq.(2-23). 

Appendix 5[40]: 

The instrumental resolution is liMted by detector aperture sue, electron energy spread, and 

electron beam divergent and so on. Here, we mainiy analyse the effect of the detector aperture sue. 

The detector aperture diameter, d, is 0.1 mm and the distance, 1, between the sample and the 

detector aperture is about 280 mm so we can deduce tan(8)-;8. From the geometrical shape, we can 

obtain 

d 0.1 
A @ = - = - -  - 3.6 1 C4 rad. (AS- 1) 

1 280 

From our experiment, we measure that the distance dl between (0,O) and (1,O) beams is about 

3.5 cm on the LEED screen and that the length 1, from the sample to screen is about 280 mm. The 



deflection voltage Vlo between (0,O) and (1,O) beams is about 20 V at electron energy 128.5eV. 

J J  

- 0.125, tan O,, = 280 - 
so, el, = 0.124rud 

Co - 20 
-A-- - l 6 l V  / rad. 
O,, 0.124 

In terms of Eq.(AS-2) we can figure out the deflection voltage caused by detector aperture size 

Using the result of Eq.(A5-3), we can calculate the resolution in k space. This resolution is 

This result of calcuIation is consistent wit h that of experimental measurement(see figure 4.Z(a)). 
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