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Nous avons utilisé un nouveau type de magnétomètre à moment de force: un can- 
tilever piézorésistif. Il transforme la force appliquée à son extrémité en un change- 
ment de sa résistance. Nous présentons la première utilisation de ce dispositif à des 
températures inférieures à 1 K. Nous avons observé un comportement hystérétique de 
la résistance sous un faible champ magnétique (inférieur à 10 mT) dans cet interval de 
température. Sous un champ plus élevé, il a une magnétorésistance qui varie douce- 
ment ce qui nous a permis de mesurer l'effet de de Haas-van Alphen (dHvA) de deux 
supraconducteurs: K-(BEDT-TTF)~CU(NCS)~ et Sr2Ru04. Ces mesures démontrent 
qu'un grand courant d'excitation peut-être utilisé si l'échantillon est bien thermaiisé 
mais que l'interaction de moment de force (IMF) peut modifier le signal. L'IMF peut 
être réduit en utilisant de ia rétroaction. Nous présentons aussi des mesures, au-dessus 
de 75 K, de Hci de YBa2C~306.9 obtenues en modulant le champ et en mesurant le 
signal du moment de force à une harmonique de la fréquence de modulation. 

vii 



We have used a new type of torque magnetometer: a piezoresistive cantilever. It 
detects the force and torque applied to the end of the cantilever beam by changes 
in its resistance. We report the first use of this device a t  temperatures below 1 K. 
We observed a hysteretic behavior of the resistance a t  low magnetic field (less than 
10 mT) in that temperature range. At higher field it has a smoothly varying mag- 
netoresistance which pemitted us to measure the de Haas-van Alphen (dHvA) effect 
in two superconductors: K-(BEDT-TTF)~CU(NCS)~ and Sr2Ru04. These measure- 
ments demonstrated that a large excitation current can be used if the sample is well 
thermalized but that torque interactions (TI) can affect the signal. TI  can be re- 
duced by the use of feedback. We also present measurements above 75 K of HcI of 
YBa2C~306.9 obtained by modulating the field and rneasuring the torque signal at 
an harrnonic of the modulation frequency. 
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Torque magnetometers have been used for a long time. They are part of the stan- 

dard tools to measure magnetization. The others being the Faraday balance (a close 

cousin to the torque magnetometer, this one using the force instead of the torque), 

the vibrating sample magnetometer (VSM), the AC susceptometer and the supercon- 

ducting quantum interference device (SQUID) magnetometer. This last one is the 

newest and rnost sensitive a t  low field. 

Since the advent of the scanning probe microscopes (SPM) such as the scanning 

force microscope (SFM) and the magnetic force microscope (MFM), many new tools 

to measure small forces have been developed. These are very small and sensitive. 

They are often microfabricated out of silicon using the same modem techniques used 

in the semiconducting industry. Some of these devices include their own detection 

rnechanism, making them simple to use and compact. Some of these small devices 

are not restricted to be used as a scanning probe. For example they can be used as 

magnetometers by attaching a sample to them, and placing them in a magnetic field. 

In this thesis we describe such a new tool. It is a piezoresistive cantilever [Il. It 

measures forces or torques by changes in its resistance. Since it is very srna11 and 

sensitive it can measure very small samples, with masses less than 1 pg, and because 

it is a torque technique its sensitivity increases with field. At a field of 1 Tesla it is 

more sensitive than commercial SQUIDs by three orden of magnitude 12, 31. 

This piezoresistive cantilever was created in 1990 for SFM[1]. In 1995 it was used 

as a torque magnetometer to study the anisotropy of some high-Tc superconducting 

cornpound 131. This experiment was done above liquid heliurn temperature (4.2 K) . A 



low temperature MFM was also constructed using these cantilevers and worked down 

to 6 K [4]. 

In this thesis we report the first use of this device below 1 K. We were interested in 

using such a simple device a t  low temperatures to make magnetization measurements 

but since it is a resistive, therefore dissipative device, it was not obvious whether it was 

going to be a usable tool a t  such low temperatures. We tested it using the de Haas-van 

Alphen (dHvA) effect, which is a probe of the Fermi surface, on an organic super- 

conductor K-(BEDT-TTF)&u(NCS)~ 151 and on a newly discovered superconductor 

SrzRuOl [6] for which the dHvA effect and angle-resolved photoemission spectroscopy 

(ARPES) yield different Fermi surfaces [7]. This last compound is isostructural to 

La2-,Sr,Cu04, which is a high-Tc superconductor. It is an interesting compound 

because some experiments impossible in the high-Tc, such as the dHvA effect, can 

be perfomed on this material and compared to other techniques, such as ARPES, 

which have been used extensively on the high-Tc. This tests the applicability and the 

results obtained from those techniques. 

We have also explored another use of the piezoresistive cantilever under different 

conditions. The dHvA effect required high magnetic fields and low temperature so 

we tried a rneasurement a t  low field (less than 40 mT) and higher temperature (5- 

100 K). We used a modulation technique to measure the lower critical field of a high 

temperat ure superconductor, \ï3aaCusOs,9. 



The device used in this thesis is a new kind of cantilever. Cantilever are small beams 

which have one end fixed. On the other end a force is applied which bends the can- 

tilever. To detect this small deviation many methods can be used. A common method 

in atomic force microscopy, where small cantilevers are used, is laser interferometry. 

In this technique a laser beam is aimed, with the help of an optical fiber, at the tip of 

the cantilever. The fibers also serve as a receiver of the reflected light. The incident 

and reflected beams are then made to interfere and a fringe detector is used to mea- 

sure the position. This technique is quite sensitive and c m  measure displacements as 

small as 0.01 A [8]. 
Another technique is to use capacitance [9]. Here the cantilever is either made 

bigger or a plate is added to the tip. Another plate is brought very close to the 

first one. A parallel plate capacitor is then obtained. This type of capacitor has 

a capacitance which depends inversely on plate separation. Hence with very close 

plates a sensitivity of 0.02 A can be achieved [8]. 

These two techniques both have advantages and disadvantages. The laser tech- 

nique is quite sensitive, but it requires an optical Bber. This fiber needs to stay aimed 

at  the cantilever. In a low temperature cryostat, during cool down, everything can 

shift a little because of thermal contraction. Therefore to use this technique a motor is 

needed to compensate any displacements. The capacitance technique is often used at  

low temperature because it is dissipationless. A large excitation can be used without 

warrning up the cantilever. But the capacitance is often very small, and care must 

be taken to avoid parasitic capacitance which can be orders of magnitude bigger. 



Used as magnetometers, cantilevers are especially suited for angular dependence. 

For example, with superconductors, the torque signal when the field changes orien- 

tation contains both a reversible and an irreversible part. Assuming a certain mode1 

for the reversible torque, many parameters of the materials can be extracted: upper 

cri tical field, penetration length and the effective-mas anisotropy [IO]. F'rom the 

irreversible torque other parameters such as critical current and activation energies 

[Il,  12, 131 are obtained. In the above references, al1 authors used capacitive torque 

magnetometers which were not rnicrofabricated cantilevers, but similar results can be 

obtained with the later. The advantage over other techniques is that torque magne- 

tometry is a bulk measurement and does not need contacts on the sample. It is usually 

a compact system which can be used at different temperatures and can easily be ro- 

tated. It also measures directly the perpendicular component of the magnetization, 

hence it is a sensitive probe to magnetic anisotropy. 

Now because of some of the needs of atomic force microscopy many new types of 

cantilevers are being developed. Some of them have the detection mechanism included 

in the cantilever itself. One such device is the piezoresistive cantilever. 

2.1 Piezoresistive cantilever 

As the name suggests this device detects the deviation by changes in its resistance. 

Fig. (2.1) shows a microphotography of the device and fig. (2.2) shows its dimensions. 

It is microfabricated out of silicon [l, 141. They were invented by Tortonese et al. 

[l] and can be obtained from Park Scientific Instruments (PSI). The two small legs 

are the cantilever beams. This geometry makes it preferentially bend up and down 

(along z) and prevents left-right (y) motion (see fig. (2.3)). On the Bat end a tip 

can be added to do force microscopy, or a sarnple can be placed. Of the 4 prn 

thickness only the first pm is heavily doped with Boron (r;. 10lg ions/crn3), making 

i t conductive @-type). This conductive layer is the detection mechanism. When 

the cantilever bends - lets assume d o m  - then it gets deformed. The bottom layer 

gets compressed and the top layer gets stretched. But since only the top layer is 



Figure 2.1 : Microphotography of a piezoresistive cantilever. 

conductive only the stress on it will change the resistance. Now this material has a 

high sensitivity to stress. This is because it is close to a metal-insulator transition 

[15]. This can be viewed as follows: an irnpurity has a wavefunction with a large 

spatial extent, but at low densities the 9 of different impurities do not overlap and 

Ive have an insulator at low temperature. As the density is increased past the critical 

density n,, the wavefunctions overlap enough to have a conductor a t  low temperature. 

For boron-doped silicon n, = 4.06 x 1oL8 ~rn-~[16]. Close to this concentration many 

parameters, like resistivity, are very sensitive to density. Small changes in density due 

to an applied stress are enough to modi& these. Even the critical density is pressure 

dependent (151. Actually for the cantilevers we use, a change in resistance of one part 

per million (ppm) corresponds to a motion of 0.4 A as given by PSI. 

These cantilevers have been used in both room temperature and low temperature 

(6 and 77 K) atomic force microscope with a resolution of 0.1 A [4, 171. They have 

also been used as torque magnetometers by Rossel et al. [2, 31, who used the angular 

dependence of the torque to measure the effective mass anisotropy of superconductors, 

at about 100 K. 

The advaotages of a microfabricated cantilever is that its characteristics can be 

obtained reproducibly. A rough calibration of one cantilever should apply to another 



Fiyre  2.2: Description of the piezoresistive cantilever. (a) is the top view showing the dimensions 
and (b) is a side view showing the construction profile. 

Fiyre  2.3: Force diagram on cantilever. The flexible section is between points B and C. Samples 
are attached between A and B. 

one. Thcir mcchanical characteristics arc thosc of çood quality single crystal of silicon 

which is both strong and light. This permits the construction of cantilevers with 

high quality factor and high resonance frequency, required for modern atomic force 

microscopes using modulation techniques. 

2.2 Force and torque 

We are concerned with magnetic force and magnetic torque. For a sample of magnetic 

moment in an applied magnetic field fi the force P and torque 7 are: 



These are very general results of magnetostatics. They can also be derived from 

thermodynamics. This is l e s  general since some systems do not have a well-defined 

thermodynamic magnetic energy. For example iron shows hysteresis: it can have 

different magnetizations a t  a particular field. 

111 the next chapters we use statistical mechanics and thermodynarnics to obtain 

some results. Therefore we now present a precise thermodynamic definition of a 

system with magnetic energy. We will start ffom a standard definition of magnetic 

energy and define more useful free energies. When discussing thermodynamics, we 

always need to be careful about the distinction between different free energies and we 

will clarify the situation. 

2.2.1 Precise t hermodynamic definition 

Usually the thermodynamic work done on a magnetic system (W,) is given by [18,19] 

W, = (fi d B )  d3z ,  
Volume 

where iç the rnagnetic field and a = 2 Ë  - fi in the MKS system. A? is the 

magnetization [18]. Notice that this work includes the energy needed to setup a field 

in vacuum. 

We can d t e  the change in internal energy (LI) for an infinitesimal process as 

d u = d ~ + d w = ~ d s + /  Volume ( H * d Ë ) d 3 2 - F * c E - T ~ o .  

where we have included in the work (dW) the magnetic work described above, the me- 

chanical work done in displacing the sample by & under a force $, the -$ - d? term, 

and the mechanical work done in rotating the sample by dB with a torque r (along 

the rotation axis of O ) ,  the -rd0 term. Also Q is the heat going into the system, T is 

the temperature and S the entropy. We have used the fact that for an infinitesimal 

reversible process dQ = T d S  [20]. Therefore the change in internal energy is given 

by the heat transfer, the work done by the magnetic field, the displacement and the 

rotation. Also this infinitesimal representation tells us which variables are indepen- 

dent for this free energy. Here they are S, Z, 0 and Ë. For example this means that if 



a process keeps al1 these independent variables constant then uhirid = Ufind. Also, 

from eqn. (2.4) we can wnte F = ( V I ~ ) s , B , e ,  T = (8U/OS)B,3,B, etc. Therefore T, 

fi, F and 0 are al1 functions of the independent vaxiables. These functions can be 

used to replace an independent variable by a dependent one. For example U can 

be expressed in terms of T instead of S. But this substitution does not change the 

infinitesimal representation (eqn. (2.4)) which says that U is obtained for a system in 

which S is controlled. 

We are often interested in systems in contact with a large heat reservoir which 

defines their temperature. In this case it is no longer the entropy which specifies the 

system but the temperature. Therefore we must perform a Legendre transformation 

to obtain a new free energy. We let F = U - TS and obtain that for an infinitesimal 

reversible process that d 7  = -SdT + d W ,  where d W  is the same as in eqn. (2.4). 

Hence for 3, the temperature (T) is now an independent variable. Since we are 

also mostly interested in systems defined with the applied field fi instead of by 8 
we perform another Legendre transformation by defining a new free energy = 

7 - J',,,, fi - B d 3 z  and we obtain for the infinitesimal reversible process: 

d ~ = - S ~ T - /  ( B - d H ) d 3 z - F - d ~ - ~ d 0 ,  
Volume 

(2.5) 

where the independent variables are found to be T, fi, z' and 9. This is equivalent to 

the transformation done on a hydrostatic system to obtain the Gibbs frce cnerg): 

Up to now the magnetic energy includes the vacuum energy. Since that en- 

ergy is there even without the sample present we can remove it to obtain a free 

energy corresponding only to the effect of the material. So we write 9' = Q + 
Jvaiume po (fi. - dga) d32 but it can be shown that (see [19]): 

/ (8 . d g )  d32 - / p. (& dga) d3z  = 1 po (A? d a )  d32 (2.6) 
Volume Volume Volume 

so that 

d g  = -S~T - J p o ( M - d ~ a ) d 3 z - F - ~ - ~ ,  
Volume 

where Ha is the applied field with the sample replaced by vacuum. This can be 

different from because fi gets modified by the demagnetizing field of the sample. 



Frorn this infinitesimal representation we find that = &(Vt S')T,21e1 where g' is 

the free energy density of Ç', Le. without the volume integral, and qHa is the gradient 

with respect to Ha taken a t  constant T, z and O. Similarly F = -(V5~')T,a,e and 

T = - (aG'/a0),,,. Assuming a uniform magnetic field we also obtain the magnetic 
4 

moment: M = k(Vr7,~')Tli,e. With a sirnilar assumption eqn. (2.1) and eqn. (2.2) 

are derived. 

8' is the magnetic free energy most frequently used. It corresponds to systems 

with a specified temperature and external magnetic field. If a partition function (2) 

of a canonical ensemble is developed with a defined external Beld as a parameter then 

0' = kBT ln Z where ke = 1.38 x IO-*~J/K is Boltzmann's constant. This is similar 

to a hydrostatic system where F = k B T h  2, F being the Helmholtz free, and the 

partition function has the volume as a parameter [20, 21, 221. 

From now on the subscript a and the prime on Ç' will be dropped. You should 

note that the Iiterature has no convention for the free energy of magnetic systems 

similar to that for hydrostatics. Often F is employed where Ç, in my convention, 

should have been used. 

2.2.2 Theoretical spring constant and sensitivity 

When a sample is placed in a uniform field no force is exerted on it. But because 

of shape (demagnetization factors) or anisotropy in the susceptibility a torque can 

still be exerted on the sample by the field. Fig. (2.3) shows the force diagram. If we 

rigidly attach the sarnple to the end of the cantilever (between A and B) the torque 

gets transfered to the pivot point (C) of the cantilever. Therefore the torque on the 

sample translates into a force on the tip of the cantilever. 

where L is the distance between the pivot (C) and the point at which the force is 

to be measured (point B). L = 75 p n  for the cantilever we used. We use point B 

'This shows one limit of the thermodynamic approach. It will always gîve magnetization with 
bd x M = O. Generaiiy A? could have a non zero curl but those systems cannot be described 
by thermodynamics and do not occur in this thesis. 



because that is the end of the bending part of the cantilever and where the spnng 

constant is most easily calculated. 

We will now proceed to  obtain some rough estimates of spring constants, angular 

deviations and sensitivity. We should mention that the elastic deformation actually 

depends on the stress which is applied. This stress has different distributions depend- 

ing on whether it is a torque or a force which is applied on the tip. It even depends 

on the actual point on the tip where the force is applied. In what follows we do not 

consider these differences since we are only interested in estimates. 

We obtain the displacement Az from the force by using the elastic constant (K) 

of the bcam: 

where K=20 N/m for the cantilevers we used as given by PSI. This can be estimated 

from the formula of elastic theory[23, 24, 81 in which E is the Young Modulus of the 

material, 1 is the moment of inertia of the section, and L is the length of the beam: 

We have I = wt3/12 for a rectangular section of width w and thickness t, for a 

bending along the thickness direction. I = rr4/4 for a circula section of radius r .  

For the cantilevers we used, we had two parailel rectangular beams with L = 75 Pm, 

,w = 15 Pm, t = 4 pm and for silicon E = 11 x 101° N/m2. Since the spring constants 

of two parallel spnngs add: 

(2. il) 

This is the spnng constant for the force and displacement measured a t  B in fig. (2.3). 

The spring constant given by the manufacturer is for a force and displacement mea- 

sured at point A. To obtain the effective spnng constant there, we use that along the 

bending part of the beam (fiom B to C) 



where x = O a t  point C. This is obtained from the elastic theory of beams [23, 251. 

Of course this gives that F z / A z ( L )  = K. We want to know KA = F Z / A z ( L  + c). 

Since frorn A to B the beam is straight and a t  the angle (9)  of point B we can write 

for small displacement, 

So we obtain that 

which gives KA = K(l  + 3c/2L) = 125(1+ 312) = 50 N/m since both L and c are 75 

pm. This is close to the manufacturer number of 20 N/m since the spring constant is 

very sensitive on thickness. This factor of 2.5 can be obtained if instead of 4 pm the 

thickness was 3 Pm. We have also assumed that the section from A to B does not 

bend, which is not accurate and as stated above we are only doing an estimate. If 

we took the force to act a t  point A instead of B and used the real formulas and the 

1 pm thickness we would obtain a better result. 

We can also obtain the resonance frequency f 

where m.1~ = 0.243md + rn for a uniformly distributed mas along the beam of md 

and an additional mass a t  the end of the beam of m. Using a silicon mass density of 

2.33 g/cm3 which leads to md = 0.021 pg and m = 0.026 pg and K = 20 N/m we get 

j = 127 kHz (the manufacturer gives 120 kHz), while if we use the m a s  of a typical 

sample, m = 25 pg, we get 4.5 kHz. 

Calculating the piezoresistance effect in the cantilever is more complicated since 

it depends on the exact doping profile of the cantilever [17]. If it is uniformly doped 

over the full thickness, then AR/RoAz = O, where AR is the change in resistance of 

the cantilever and R, is its resistance with no applied stress. Of course this would be 

useless. Our cantilevers are doped only over the first quarter of the thickness and this 



gives a non-zero effect. The manufacturer reports a sensitivity of AR/h$Ar = 0.4 

pprn/A for Our piezoresistive cantilevers a t  room temperature. 

The appendix lists the conversion factors between vertical displacement, force, 

torque, angular motion, resistance change and relative resistance change. These are 

obtained using the numbers &en by the manufacturer (PSI) and some of the relations 

developed in t his section. 

2.3 Cantilever characteristics 

For the measurement of magnetization at different temperatures we are interested in 

the behavior of rnany of the above constants as a function of temperature. Rossel et 

al. mcasured the resonance frequency of a similar cantilever from room temperature 

clown to 10 K. Since over that range it changed only by 0.4% we know that the spring 

constant changes by less than 1%. Below 100 K it is essentially constant. From 100 K 

to roorn temperature it falls linearly. Using the technique described in chapter 5 we 

measured that the piezoresistive coefficient actually increases a little when you cool 

down as seen on fig. (2.4), in agreement with measurements on doped silicon [26] and 

by C. W. Yuan who reported an increase of sensitivity of 2.4 between room tempe- 

rature and 6 K [4] using similar piezoresistive cantilevers. Fig. (2.4) was obtained by 

looking a t  the rnagnetization a t  constant field of a sarnple of YBa2C~306.8. The field 

was small enough, 3 mT, to be in the Meissner state of the superconductor. There 

the sarnple repulses al1 field and the rnagnetization is A? = - H .  From the second 

harrnonic signal obtained from the technique of chapter 5 we obtain a signal which 

only depends on the geometry of the sample, if we are far enough below Tc that the 

magnetic field penetration depth can be assumed small. Under these conditions a 

change in the signal can only be due to the piezoresistive constant since the geometry 

and the spring constant do not change. 

Another important characteristic is the behavior of the resistance without stress as 

a function of temperature. If it had no temperature dependence (for any field), then 

any signal observed under temperature sweeps would be due solely to the sample. 
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Figure 2.4: Sensitivity of cantilever nonnalied to 1 at 80 K obtained fiom the second harmonic 
signal of a YBa&u~06 .~  sample (see chapter 5). 

This is not the case. Fig. (2.5) shows that the resistance is not constant: it varies 

between 2.2 and 2.6 kR. Therefore, with a temperature sweep a simple DC change 

of resistance is composed of the force signal itself and the temperature dependent 

resis tance. Also any temperature noise will be transformed into resistance noise. 

This can cause problerns especially when the dope is high like around 25 K and 120 

K (slope of 4 n / K )  but it will be small around 60 K and 240 K (slope is O). Below 

1 K the slope is about 125 R/K. The fact that the resistance stays to within 10% of 

2.4 kR makes the measuring electronics a lot simpler: no change of scale is necessary. 

A last point to note is the dependence of the resistance on magnetic field, i .e. the 

magnetoresistance of the piezoresistive cantilever. This is shown in fig. (2.6). It is 

measured a t  70 mK in a dilution refrigerator (see chapter 4). While being a small 

change, this might still be bigger than small DC signals. Therefore these cantilevers 

are not the best tool for field sweeps (or temperature sweeps of linear signals). But 

it can detect abrupt and oscillatory changes very easily, or of course signals large 

compared Nit h t hese variations in resistance. 

Fig. (2.7) shows a problem that occurs with those cantilevers at low temperature, 

and very small fields. They show a large and hysteretic change in resistance. This 



Figure 2.5: Temperature dependence of the resistance of the cantilever. The inset shows the behavior 
below IK. Note that the two graphs were not obtain with the same cantiiever, the insert as been 
renormalized to some incomplete data obtain for the same piezo as in the main graph. The Aattening 
of the curve below 0.3 K is caused by self-heating (0.04 pA excitation). 

Figure 2.6: Magnetoresistance of piezoresistive cantilever rneasured at 70 mK. 
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Figure 2.7: Low field hysteresis behavior of cantilever at 800 rnK. Thc graph shows two sets of data 
(triangles and squares). The arrows show the direction of field sweep. 

hysteresis repeats really well and the bumps are not due to noise. As the temperature 

is raised this behavior occurs over a smaller range of field and disappears a t  liquid 

tielium temperature 4.2 K. This large effect prevents the measurement of signals a t  

fields below 15 mT (below 1K). We do not understand this behavior but we think 

it can be due to a weak Iocalization problern where the resistance is sensitive to the 

actual position of the impurities. 

2.4 Noise sources 

kleny noise sources can limit the sensitivity of the measurement. Some of these can be 

improved. For example inductive pick up noise can be improved by using twisted pair 

of wires. Capacitive pickup by using shielded wires. But some sources are intrinsic 

Iimits to the measurement. One of these is the Johnson noise. This is the white noise 

(independent of frequency) of every resistance. It is given by 

where kg = 1.38 x 10-*~ J/K is Boltzman's constant, T is the temperature, R is in 

Ohms and 4f is the bandwidth in Hz. For a 2 kR resistor, at room temperature 



(300 K) and a bandwidth of 1 Hz this noise is 6 nVRMs, which is 3 ppm of the full 

scale signal with a 1 pA excitation through R. Of course this can be improved by 

cooling the resistor to a lower temperature or by using a smaller bandwidth. Since we 

use the cantilever a t  low temperature we lower the noise. Using a smaller bandwidth 

is difficult since it implies you have to wait longer for every data point. Therefore 

a compromise must be reached between measurement speed and noise. This is the 

reason for the use of filters of about 1 Hz. 

Every resistor also has another noise source called pink noise. This one has Vg!,* oc 

l/  f .  The constant of proportionality is material dependent. It can Vary from one 

resistor to another. But because of the inverse frequency relation, this noise can be 

minimized by doing measurements a t  high frequency (0.1- 10 kHz). 

Of course these noise sources are independent of the excitation current through 

the resistor so the signal to noise ratio can be improved with a higher excitation 

current. This also decreases the shot noise of the current. This noise is caused by 

the discreteness of the charge carriers, xhich yields a count noise given by Poisson's 

statistics and is given by: 

$2;; = 4 2 q I ~ f  (2.17) 

where I is the RMS current in amperes and q = 1.6 x 10-l9 C is the electron charge. 

For a srnall excitation current of 1 pA and bandwidth of 1 Hz the noise is .5 PA, 

which is less than 1 ppm of the full signal. Therefore the shot noise is usually smaller 

than the Johnson noise for our piezoresistive cantilevers. 

A last noise source that affects the resistance measurement directly is the tem- 

perature drifts and noise. As was shown above the temperature coefficient of the 

resistance varies between -4 to +4 R/K above 10 K and reaches -120 R/K below 1 

K. This is not improved by increasing the excitation current. Only good temperature 

control, better than 1 mK, can limit this problem. Of course this is not a problem 

at the points where the temperature coefficient is zero. But this particular situation 

only exists in very small temperature ranges. 

The other source of noise is the vibration of the cantilever itself. This can be due 



to external vibrations that couple to the cantilever. For example the building and 

pump vibrations can force the cantilever to vibrate. These sources can be eliminated 

by a good vibration isolation of the cantilever. This can be achieved with springs, 

stacks of weakly çoupled plates etc. Even with no external excitation, thermal noise 

makes the cantilever vibrate. This intrinsic vibrational noise of the cantilever is (81: 

where Q is the quality factor of the cantilever, w. the resonance frequency and A f is 

the bandwidth centered a t  w.  If we assume that we are off resonance (w « w,) then 

With Q = 10 and w, = 2 ~ 1 0 0  Hz and K = 20 N/m, a t  room temperature (300 K) 

and with a bandwidth of 1 Hz we get 0.004 ARMS of noise. This is very srnall and 

lias not been reached yet for these devices. The parameters used here are estimates 

for a cantilever with a large sample on the tip. Both Q and wo could be bigger, 

which would mean a smaller noise. An unloaded cantilever has wo = 2 ~ 1 2 0  kHz and 

Q = 315 at atmospheric pressure and Q = 16000 under vacuum. 

We achieved a sensitivity of 1 mC? (about 1 A or 0.4 pprn ) at moderate tempe- 

rature (10-100 K see chapter 5) and 10 mR (10A or 4 ppm) below 1K. This can be 

improved by better shielding and higher excitation current. As an atomic force mi- 

croscope Tortonese et al. achieved a resolution of 0.1 ARMS[17]. Using it as a torque 

magnetometer it can be more sensitive than a superconducting quantum interference 

device (SQUID) magnetometer. Zech et al. report a sensitivity of Nm (0.1 A) 
which is equivalent to a magnetic moment of 10-14 Am2 at 1T [2]. This is three 

orders of magnitude better than commercial SQUIDs [3] which have a sensitivity of 

IO-" - IO-'* Am2. 



Al1 the samples we used in our experiments were superconductors. Therefore we 

present here a short introduction to superconductivity and present the characteristic 

properties that will be used later. We refer the reader to books by Tinkham [27], de 

Gennes [28] and Parks [29] for a more in depth discussion of superconductivity. 

3.1 General 

Superconductivity was discovered in 1911 by Heike Kamerlingh Onnes. He found 

that the resistivity of mercury abruptly dropped to zero below a critical temperature 

Iabelled Tc. Following this discovery many other metals were found to exhibit the same 

beiiavior. The highest transition temperattire for an elemental metal is Tc=9.2 K for 

Niobium. The second piece in the superconductivity puzzle was found by Meissner 

and Ochsenfeld in 1933 who noticed that the magnetic field was expelled from the 

interior of sarnples (83 = O) cooled below the superconducting temperature with a 

magnetic field applied. This is perfect diamagnetism, and is called the Meissner 

effect. This is not implied by perfect superconductivity. If a conductor is cooled 

in a field below a temperature where o = w it will not expel the field. This also 

implies the existence of a critical field Hc above which superconductivity is destroyed. 

There is a surface current which develops to cancel the effect of the field. The field 

decays smoothly from its value at the surface to zero inside over a length called the 

penetration length, A. 

Theorists then had the two important characteristics of a superconductor. Various 

authors put fonvard different phenomenological models to explain the properties of 



siiperconductors: the London model for the Meissner effect, the two fluid model for 

the temperature dependence of certain properties, the Pippard model to explain the 

non-local electrodynarnics of superconductors and the Ginzburg-Landau (GL) theory, 

a general phenomenological theory of phase transitions. 

Then in 1957, Bardeen Cooper and Schrieffer (BCS) developed a simple theory [30] 

that explained well virtually al1 superconducting properties that were then known. 

That BCS theory is based on the fact that there is a small attractive potential between 

electrons. This causes an instability of the electron gas which then leads to the 

formation of bound electron pairs, called Cooper pairs. The paired electrons have 

equal but opposite momentum and opposite spins. The attractive potential was 

ÿssumed to corne frorn interactions of the electron with the lattice. This is simple to 

understand. When an electron moves through a lattice it attracts the surrounding 

positive ions. These have a heavy mass compared to the electrons so their response 

is slower. A certain time after the first electron has passed, there is still a slightly 

positive charge which can at tract anot her electron. Therefore the two electrons have 

interacted with the exchange of a phonon, a lattice vibration. Obviously the electrons 

are separated in both time and space. We usually refer to the average pair separation 

as the coherence length c. For example, = 16 000 A in pure aluminum and < = 380 

-4 in niobium. 

Obser~ing that the paired electrons are at the heart of superconductivitj-, the BCS 

t heory combines the pairs toget her into a single, macroscopic wave function QBcs: 

2 2 
where lut 1 is the probability of a pair state k being occupied, Iusl is the probability 

of a pair state k being unoccupied and the at's are standard creation operators from 

second quantization. 

Using eqn. (3.1) in an Hamiltonian with a small attractive interaction between 

elect rons, we obtain the excitation spectrum (Ei)  in the superconducting state: 
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where EZ is the single quasiparticle energy rneasured from the Fermi level and Ai is 

the energy gap. This energy gap represents the smallest energy required to excite 

an electron from the ground state. Since the electrons are paired this actually corre- 

sponds to the breaking of a pair. The gap is temperature dependent. It goes to zero 

at Tc but below about 0.4 Tc it is constant and is of the order of kBTc. -4ctually with 

the assumptions of isotropic Fermi surface and of weak isotropic interaction between 

electrons BCS finds an isotropic gap with a zero temperature value A(0) /keTc = 1.76. 

These last conditions of isotropicity and of weak coupling were part of the initial 

BCS model. The model can be relaxed by assuming some anisotropy of the Fermi 

surface, of the coupling and by having a strong coupling. These assumptions lead to 

similar results, but the ratio A(0)/kBTc now depends on the strength of the coupling 

and the gap can have different amplitudes in different directions. 

3.2 Conventional vs unconventional 

There are many definitions of unconventional superconductivity. The BCS model 

dcscnbed in the previous section depends on an electron-phonon mechanism for the 

formation of Cooper pairs. In contrast to this the BCS theory is the general tool 

to use to produce superconductivity by pairing electrons with some attractive force. 

\Ve can therefore define unconventional in two ways: superconductors not explained 

by the BCS model and superconductors not explain by the BCS theory. The second 

definition is too restrictive so we define as unconventional a superconductor where 

the attractive interaction is not due to an electron-phonon mechanism. This can lead 

to a gap structure which is very anisotropic. The high anisotropy for exarnple can be 

that the gap disappears in a certain direction. We cal1 that a node. 

From the above definition the heavy fermions, the high-TCs and the organic su- 

perconductors are al1 unconventional. They d l  have superconducting characteristics 

which suggest that the coupling is not phonon mediated and also that there are nodes 

in the gap. They d l  have an anti-ferromagnetic phase close (or in the case of the 

heavy-fermion coexisting with) the superconducting phase. This suggests that mag- 
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netism plays an important role in the superconductivity of the three groups mentioned 

above. The nature of the coupling mechanism still remaios an open question. Also, 

an active area of research on those materials is to find the positions of the nodes. 

3.3 The Meissner state and Hcl 
We mentioned the existence of a critical field in a previous section. This is understood 

if we compare the free energies of the superconducting (Gs(T, H)) and normal state 

(QN(T, H)) in a magnetic field. The superconducting state will be preferred as long 

as gs(T, H) = Çs(T, O) + poVH2/2  is smaller than GN(T, H). Here P,VH*/~ is 

the increase in magnetic energy for perfect diamagnetism, l? = O, inside the sample 

volume V. This leads to a critical field H, defined by 

We assumed that the magnetic energy of the normal state is negligible (Ç(T, H) c 

Q(T, O)), i .e .  that its susceptibility is small compared with the perfect diamagnetic 

response. Above this critical field the sample will be normal. Below it is supercon- 

ducting. Fig. (3.1) shows some critical curves obtain for elemental superconductors. 

Since these fields are al1 less than 150 mT these materials are obviously not used for 

high field superconducting rnagnets. 

The above discussion works for most of the elemental superconductors, except 

niobium and vanadium. These last two and most other superconductors do not behave 

quite as described above. At low field they exhibit a phase of total field expulsion. 

But after a certain field Hel, called the lower critical field, they allow field to penetrate 

the sample through a filamentary structure called a vortex. As the field increases, 

the density of such vortices increases until al1 the field as penetrated the sample, this 

happens a t  Hc2, the upper critical field. Beyond Ha the sample is normal again. 

Between HcI and Hû the sample is said to be in the mixed state or the vortex state. 

Superconductors displaying this behavior are called type II superconductors while the 

ones having only the Meissner state and no mixed state are type 1 superconductors. 



Figure 3.1: Critical field of elemental superconductors as a function of temperature (1000 Oe = 100 
mT). 

The thermodynamic critical field Hc, described above is now 

for a type II superconductor. 

Using the Ginzburg-Landau theory, a precise argument is obtained to distinguish 

between them. In that theory, the free energy can be written in a dimensionless form. 

In that form the parameter n = A/< plays an important role. When n < 1/fi the 

material is type I and when n > 1/& the material is type II. This can be understood 

as follows. For small n, the field penetration length is short and the coherence length 

is long. In the GL theory the coherence length represents the distance over which 

the order parameter can vary. The order parameter represents the local state of the 

materid. For example if it is close to  1 the volume element is superconducting and if 



it is close to O the volume element is normal. Hence a long coherence length means 

the sample supports slowly varying changes from normal to superconducting on the 

length scale of field variation. 

Remember that with respect to the normal state, the energy density of the su- 

perconducting state is Usw = -lloH:/2, but that in an applied field H < Hc we 

must add UHmOf = poH2/2 in the core of the superconductor where B = O. Now 

imagine the surface of the superconductor where the field decreases rapidly but the 

sample slowly becomes superconducting, this is the case when n « 1. In this case 

U, and UH start a t  O but LI, slowly reaches p" while UH rapidly reaches LIFPf. 

This implies that the boundary energy is positive. In the case of large n, LIH slowly 

reaches UFaf while Us rapidly goes to U r m ;  this provides a negative energy for the 

boundary. A negative energy implies that increasing the boundary area can lower the 

energy of the system. This increase of area can be obtained by having filaments of 

normal material, through the superconductor, surrounded by this boundary. This is 

a vortex. Since vortices are quantized there is a minimum energy needed to create a 

single vortex. This is why the flux does not penetrate befnre HC1. Of course the GL 

theory is valid only close to Tc but if K is large similar results can be obtained over 

the whole temperature range but with a temperature dependent n. 

Superconductors quantize magnetic flux. This is because the order parameter is 

cuiiiplex a d  rriust Le single valued around a vortex. This iniplies the quontization 

of magnetic Hux in units of #+, = h/2e = 2.0679 x 10-l5 TmZ (or Weber) where 

h = 6.6 x IO-" Js is Planck's constant and e = 1.6 x IO-'' C is the electron charge. 

The most energetically favorable vortex structure is with a single flux quanta a t  the 

core for large K.  Therefore the vortex structure is a tube containing a normal core 

and a magnetic flux correspondhg to &. 

Above HCl many vortices exist and their interactions tend to organize them in two- 

dimensional iattices. The most favorable one is triangular but the square lattice is 

also possible with a little anisotropy of the vortex interaction. Both of these structures 

have been observed. 



A last point about vortices is that they can display hysteretic behavior. The GL 

description assumed t hermodynamic equilibrium. But real materials have defects of 

al1 sorts: impurities, lattice defects, etc. AI1 of these can provide a site where the 

energy to form a normal region (the core) is decreased. Therefore vortices will have a 

tendency to go there an lower their energy. These defects will act a s  pinning centers. 

Once a vortex enters it, it becornes very hard to remove it. This will distort the 

vortex lattice. Because the vortices must dynamically enter the superconductor from 

the sample surface they must also exit it that way. A pinned vortex cannot rnove 

and therefore the interna1 field will not be thermodynamically defined. Of course the 

vortex can get unpinned if it obtains enough energy from thermal fluctuations for 

example. This is a thermally activated (an exponentid law) process and therefore is 

liighly temperature dependent. The activation energy depends on the material and 

the type of defect. This is important for applications. A moving vortex creates an 

elect rical field and therefore dissipates energy. Therefore in the mixed state without 

pinning there would not be a perfect conductivity. With pinning, the vortices cannot 

niove and you reobtain perfect conductivity. While type 1 superconductors have poHc 

of about 100mT, type II superconductors can have poHn up to 20 T, or even more. 



DE HAAS-VAN ALPHEN EFFECT 

In this chapter we describe an experiment designed to test the usefulness of the 

piezoresistive cantilever at Iow temperatures ( < 1 K) . 
The de Haas-van Alphen (dHvA) effect can be used as a sensitive thermometer a t  

low temperature as will be shown below. This allows us to rneasure the temperature 

of the sample which r a t s  directly on the cantilever. Because the device is resistive 

more sensitivity is obtained with more excitation current but this wiil warm up the 

device and the sample. So we use the dHvA effect to find out what is the maximum 

excitation that can be used. 

4.1 Theory: de Haas-van Alphen 

The cle Haas-van Alphen effect is the oscillation of the magnetization of metals as a 

fiinction of inverse field. The frequency of oscillation is related to the extremum cross 

sectional area of the Fermi surface (FS). It is therefore a very useful tool in measuring 

the shape of the FS. 

To derive the amplitude of oscillation in the magnetization, or of any other para- 

meter, we calculate the free energy and then take derivatives. We will derive the 2D 

formula since the systems we have investigated were al1 two-dimensional. 

To obtain the magnetic oscillations in the normal state, we follow Shoenberg [31]. 

We start by taking into account the quantization of the electron motion due to the 

magnetic field. This quantization restricts the nurnber of permissible states and is the 

basic cause of the dHvA oscillations. This can be obtained from the Bohr-Sommerfeld 
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Figure 4.1: Sketches of Landau tubes for (a) sphencal surfaces of constant energy and for (b)  
eIlipsoida1 surfaces of constant energy. The Fermi surface is indicated by the broken cuve  and only 
parts of the tube inside the FS are occupied at T = O (311. 

quantization rule for periodic motion: 

where p'= hg - eA for an electron of charge -e (e = 1.6 x 10 - '~  C) in a rnagnetic 

field described by the vector potential A, and where q is the position of the electron 

and h. = 1.05 x 10-34 JS is Planck's constant. Combining it with the following semi- 

classical equat ion: 

where ü is the electron velocity in a magnetic field I?, we obtain: 

In eqn. (4.3), a is the area of the orbit in k-space of constant energy E and with a 

k component parallel to the field given by n. This specifies the allowed energy levels 

(EJ  in terms of the integer r .  These discrete levels are called Landau levels. Fig. (4.1) 

shows these for a spherical and an elliptical Fermi surface in a magnetic field. Now 

the constant 7 in eqn. (4.3) is unimportant for the oscillations so it is usually given 

the free electron value of i. 
To obtain oscillations in the magnetization we use the t hermodynamic potential 

defined by: 

C ! = Ç - N <  (4.4) 
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where Ç was defined in chapter 2, N is the number of electrons and < is the chemical 

potential. The magnetic moments parallel and perpendicular to the magnetic field 

are obtained by differentiating the potential: 

Using Fermi-Dirac statistics we express the free energy in terms of the ailowed 

energy levels: 

where ke = 1.38 x 10-23 J /K is Boltzmann's constant. In the transformation from 

summation to integration, the degeneracy of the levels is needed. At H = 0, rernem- 

bering that there are 2 spins per k-state, the density of k-states is V/4n3 where V 

is the real space volume. So defining Aa = a(€,+, , n) - a(€,, n) = 2npoeH/h from 

cqn. (4.3) we obtain that the degeneracy(D) of states for a particular r between r; 

and K + drc, is 

D = Au dnV/4r3 = p,eHVdn/2r2h 

After some manipulations 

we denote by 6: 
at T = O and keeping only the oscillating term, which 

where p labels the harmonie, oc = poeH/m = 0.176poH/m is the cyclotron frequency 

(the number gives tac in T H Z = ~ O ' ~ H Z  and assumes poH is given in Tesla and m is given 

in units of me = 9.1 x kg), m = h2(8a/&),/2x is the effective mass and A is the 

Fermi surface area. When differentiating the free energy to get the rnagnetization a 

saw-tooth waveform is obtained. This can be explained by the change in last occupied 

Landau level. As the magnetic field is increased, the Landau level moves toward the 

Fermi energy, this makes the magnetization increase. Once the level crosses the Fermi 
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energy it becomes unoccupied, since we are a t  T = O, which gives a sudden change 

in magnetization. 

In a two dimensional system A is independent of n. So if the integral is done over 

one unit ce11 of height d hence n varies from O to 2r/d, and that we take the derivative 

to obtain the magnetization only on the rapidly changing part of the free energy, the 

cosine, because that gives the most important contribution we obtain the oscillating 

magnetic moment Mil 

Where F = (hl2ne)A is the dHvA frequency. If we write F in kT and A in k2 then 

F = 10.5d. -41~0 if we assume a circular orbit then the fermi velocity v~ is given by 

where a t  the end we express F in kT, m in units of m, and obtain v p  in m/s. Finally 

if we still assume a circular orbit we have that the radius of the orbit in real space, 

where again F is in kT, p,H is in Tesla and r, is in Pm. 

In a 2D system the angular dependence of the frequency and of the effective m a s  

are the same and are derived from geometrical considerations. This gives 

where 19 is the angle the field makes away from the vector normal to  the plane. Also 
2ncos 8 d is angle dependent and is given by 6 = +. 

Using this we can find the perpendicular magnetization and the torque signal. 

Again we take the derivative only on the rapidly varying part of the free energy and 

we obtain: 
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which are general results valid also in 3D. In 2D hg = tan(@) so M, = tan(0) 

and i = p.HMll tan(0). 

In 3 dimensions, the n dependence of A in eqn. (4.9) makes the integration mix 

many different frequencies. This smearing is smallest for extrema of the cross-section 

so the integration will pick out these extrema because they will contribute the most 

and we obtain 

where F = (Al2ne)A is the dHvA frequency and A is an orbit extremum. The f 

sign depends on whether the extremum is a maximum(-) or a minimum(+) and A" 

is l~2A/û~212(,=,.  For a spherical Fermi surface A" = 2r. 

Finally we must include the effects of finite temperature, impurity scattering etc. 

This can be done in a similar way as for the 3D integration. This is because al1 these 

effects can be seen as replacing a well defined F with a certain distribution. The 

temperature affects the Fermi function by rernoving the sharp cutoff in occupation 

of Landau tubes a t  the Fermi energy. The impurity scattering which gives a finite 

lifetime for the quasiparticles, will give a Lorentzian distribution to F. Even the 

effect of having spin up and spin d o m  electrons which have a different energy in the 

niagnetic field can be included by saying there are two very close F, one for each spin. 

So al1 these effects are seen to affect the phase of the signal with a certain probability 

distribution. Fourier analyzing these distributions we obtain RT, the temperature 

reduction factor, RD the Dingle factor due to impurity scattering and R, the spin 

factor: 

and 

R, =cos p-g- ( m.> 
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where TD is the Dingle temperature, is the scattering rate, I o  is the scattering 

length and g is the spin-splitting factor (for free electrons g = 2.0023). For large 

ternperatures, RT can be expressed as an exponential and this similarity to  RD is the 

reason why the scattering is often given as a temperature (TD). If we express poH in 

Tesla, rn in me and T in Kelvin we obtain that 

and 

RD = exp(-14.69prnT/poH). 

Also we have that the scattering rate (I' = ?y1), is related to TD by r = 2?rksTo/h = 

0.823TD where r is in THz. We should note that at very low temperature, we should 

be in the impurity scattering limit where it is the scattering length (2 , )  which is 

constant. It is related to TD by Io  = V F T ~  = 0 . 2 4 5 o l r n ~ ~  where we give 1, in pm 

using F in kT, TD in K and rn in m.. 

In a similar way, other cause of phase smearing, such as field inhomogeneity, can 

be calculated [31]. 

Putting everything together we obtain the LK formula for the magnetic moment 

of a 2D system to be: 

If more than one frequency is present, they al1 obey the LK formula separately and 

the measured oscillation is the sum of those contributions. 

Before ending this section, we mention that in the superconducting state, oscilla- 

tions can still be rneasured. For example in 28NbSe2, oscillations have been obsewed 

down to 0.3Hc2 [32, 331. Upon entering the mixed the Dingle temperature increases. 

In some materials i t  increases very quickly which makes observation a t  a small frac- 

tion of Hc2 impossible but in some others the additional scattering is small. This 

additional scattering is present because of the superconducting state. The vortices 

provide a certain field inhomogeneity and the coupling between electrons between 
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different Landau levels produces a phase smearing effect. A few theories have been 

put fonvard 134, 35, 361 to explain this but there is still no definite explanation. 

4.2 Experimental technique 

The amplitude of the de Haas-van Alphen oscillations decreases rapidly has the mag- 

netic field is decreased or the temperature is increased. The sample we have studied 

required temperatures below 1K and fields above 5T to make the observation of the 

dHvA effect possible. Therefore the experiments were carried out in a dilution refrig- 

erator equipped with a superconducting magnet. Good references for low temperature 

techniques are [37, 38, 39, 401. 

4.2.1 Dilution refrigerator 

The dilution fridge we used is an Oxford Kelvinox 300 dilution refrigerator (see 

fig. (4.2)). It is equipped with a 15 T superconducting magnet with a compensated re- 

gion centered on the bottom plate of the mWng chamber. In the compensated region 

the field stays below 5 mT. Therefore we can place there our principal thermometer, 

a germanium sensor from Lakeshore. This GR-200A-30 is calibrated between 50 rnK 

and 5 K. Without the compensated region this sensor would be affected by the field 

and the temperature would not be known, a t  l e s t  from that sensor. 

The dilution refrigerator cools by taking advantage of the properties of a mixture 

of 3He and "e [20, 391. When the mixture is cooled below 0.87 K a phase separation 

occurs. An almost pure liquid 3He phase floats on top of a phase with approximately 

6% of 3He in superfluid 'He. The top layer is called the concentrated phase and 

the bottom the dilute phase. The reason for the mixed phase is due to quantum 

statistics. The 'He is a boson. At 4.2 K it becomes a liquid under atmospheric 

pressure. Under lower pressure the boiling point is lower. This enables cooling of 

the liquid by pumping on it. This method can reach about 1 K before the pressure 

is too small to be lowered further. At 2.2 K, for pressures of 1 bar and less, a Bose 

condensation occurs and it becomes superfluid. This state has a non-zero fraction of 
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W i m  

Figure 4.2: (a) shows the position of the magnet and of the lambda fridge. (b) shows the insert and 
the dilution unit. Note that the diagrams are not to scale. 

the atorns in the ground state. It also has strange behaviors. Below 0.5 K most of 

the atoms are in the ground state and it is therefore thermodynamically inert. 

The 3He is a fermion. I t  is a gas under normal pressure unti13.2 K when it becomes 

liqiiid. Like for 4He at lower pressure it hm a lower boiling point. By piimping on it: 

a temperature of about 0.3 K can be reached. But it does not Bose-condense into a 

superfluid since it is a fermion.' 

By placing 3He atoms into liquid 'He their energy is lowered. Thats why even at 

OK they still mix. Also the liquid 'He is like vacuum for the 3He since it is inert. 

The cooling is obtained by removing 3He from the dilute phase. Then some 3He 

from the concentrated phase will go into the dilute phase. This cools the mixture 

in the same way pumping the vapor of liquid Helium cools the liquid. The actud 

procedure is to precool the mixture by putting it into contact with a 1K pot, a pot 

'It d o s  have a transition to a superfluid phase. Like in superconductors the fermions fom pairs and 
it is these pairs which condense. This occurs below 3 mK and is irrelevant in the dilution fridge. 
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filled with He on which we pump attaining about 1K. Then the mixture goes into 

the mixing chamber were the phase boundary occurs. There a tube takes the dilute 

phase into the still. The still is heated to evaporate the 3He, which is then pumped in 

a close system and reinserted to the concentrated phase in the rnixing chamber. This 

is a closed circuit. Two more details: in the condenser line, where the liquid goes 

back into the mixing chamber, there are flow irnpedances to increase the pressure in 

the pot and the still to help the cooling. Also heat exchangers between the rnixing 

chamber and the still are essential to attain low temperatures. 

The base temperature of the fridge is 10 mK. Al1 the wiring is thermally anchored 

at al1 of the cold stages. Temperature control is done by measuring the resistance 

with a LR-700 resistance Bridge from Linear Research. This signal is used to control 

the power to a heater using the TS-530 temperature controller from RV-electronikka. 

The heater is also in the compensation zone but is far away from the Germanium 

t hermometer. 

The magnetic field is produced by the superconducting magnet. It can provide 

vertical fields up to 13 T at  4.2 K. When the liquid helium around the magnet is 

cooled further down to 2.2 K it then can go up to 15 T. To attain this a lambda 

fridge is used. This is a tube in the form of a coil which is placed just above the 

magnet. One end of it has a hole with a needle valve. The other side goes to an 

extemal purup. With the valve apeu, liquid heliuru eiiters the tube, and punipirig or1 

i t  cools it down to 2.2 K. This eventually cools al1 the liquid below; above the coil the 

liquid stays around 4 K. This is more economical than pumping on the whole bath, 

where al1 the liquid gets cooled down. Even this way a good fraction of liquid helium 

gets lost. In our experiments so far we have not used the magnet with the lambda 

fridge, so the highest field we have used is 13 T. 

High fields were obtain using the PS-120 power supply from Oxford which can 

deliver 120 A and is limited to 10 V. 
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The measurernent of the signal is quite simple. Al1 that is needed is to measure 

the resistance of the piezoresistive cantilever. This could be done with a resistance 

bridge iike the LR-700. But such a device has a fked operating frequency and its 

discretization limits us. Therefore we used a digital lock-in amplifier, the SR-850 

from Standford Research. These supply a reference voltage between 0.004 VRMs and 

SVRMS at a frequency ranging from 5 mHz to 100 kHz. We have used frequencies from 

about 10 Hz to 4 kHz. This reference signal goes through a large resistor followed by 

the piezoresistance to ground. The large resistance is a current limiting resistance. 

I t  is chosen to be large (100 kQ or 1 MO) cornpared to the piezoresistance (about 

2.5 kfl).  Under these conditions the current stays constant to first order under small 

changes in the piezoresistance. 

The resistance is measured by taking the voltage difference across the piezoresis- 

tance (fig. (4.3)). This is then detected in the Iock-in. This device extracts the in 

phase and out of phase components of the measured signal in a small bandwidth 

at the reference frequency. This is done by multiplying the measured signal by the 

reference and a 90" phase shifted reference and filtering the output. With a signal 

V sin(wt + #) and a reference sin(w,t) we obtain 

and 

Hence if the signal is at the same frequency as the reference (w = w,) then we obtain 

a DC sigiial and a signal a t  2w0. These signals then go through low pass filters. The 

filtering removes the 2w, signal. The filtering is important also to lower the noise, 

since it selects the bandwidth. The smaller the bandwidth the smaller the noise. 

Therefore we used a bandwidth of 1 Hz or las. 

The above technique works but it has a limited sensitivity. The Iock-in digitizes 

the signal and you cm only measure to  1 part per 5 x 10'. Anything smaller will 
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Figure 4.3: (a) Simplest circuit used. (b) Improved circuit using a ratio transformer. 

be lost in the last bit. The solution to this problem is to make the full scale signal 

smaller. This can be done by subtracting a fraction of the input signal to one of the 

inputs. CVe did this using only passive elements (fig. (4.3)). A transformer is used 

to isolate a ratio transformer. The tap of the ratio transformer allows us to select 

a fraction of the reference voltage with an accuracy of 0.1 ppm. The floating ratio 

transformer is referenced to the high voltage side of the piezoresistance. The tap is 

then at V,,, pia. - xKef, where x is the fraction. Of course the bottom voltage could 

also Le raised close to the top one but it is beiter to lower the cop one. This lowers the 

common mode signal to the differential amplifier on the input of the lock-in. These 

differentials amplifiers have a large but finite common mode rejection ratio of 100 dB 

at  1 kHi. Therefore if the common s i p a l  is too large, i t  will affect the differential 

signal. 

The insulating transformer and the ratio transformer both require medium fre- 

quency to operate (100 Hz to 15 kHz). Therefore when these are used no low fre- 

quency measurement can be taken. This frequency causes the parasitic capacitances 

to start becoming a problem. The wires consist of closely wound twisted pairs of 

copper, superconducting and or manganin wires in the fridge and of coaxial cables 
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outside. Al1 these have capacitances. These make the signal have a large phase shift 

as the frequency is increased. The ratio transformer technique above only removes 

an in phase component therefore if the phase shift reaches 45", removing the in phase 

will not help. The out of phase signal must therefore be controlled and that is the 

purpose of the adjustable capacitor placed in paralle1 to the limiting resistor. 

It sliould be noted that the current can be measured. A small resistance (1 kR) 

is placed between the piezoresistance and ground. Then the voltage across it is 

measured using a second lock-in which uses the reference signal of the first lock-in. 

It is necessary to use this technique if the limiting resistor is cooled, ie. is in the 

fridge. This was done in some cases: but as the temperature changes, the value of 

the limiting resistance changes, so it is absolutely necessary to measure the current 

in this case. 

We should note that below 1 K we achieved a sensitivity of 10 mQ, which is equiv- 

alent to 10 A or 4 ppm or 10-l2 Nm. This is equivalent to a magnetic moment of 

10-I3 Am2 at  10 T. We have to compare this to the standard method to rneasure the 

dHvA effect: the modulation technique. This is an inductive method rhere a steady 

high magnetic field and a small AC field are applied to the sample. This makes the 

magnetization Vary in time and the induced e.m.f. in a balanced pair of pick-up coils 

is rneasured. By selecting a large amplitude of modulation this technique measures 

clircoctly the oscillatirig riiagiietizatiou (&III). At lower miplitudes it iiieasures dariva- 

tives (PM l d ~ " ) .  For the most favorable coi1 geometry, field modulation amplitude 

and frequency, that technique could theoretically achieve a sensitivity of 10- l5 Am2 

[31]. Of course in practice it is difficult to  achieve such a sensitivity because of the 

vibrations produced by the field modulation and because inductive noise is picked up. 

A finai point about the cornparison, since the torque measures H M ~ ~ + ~  as the field 

is increased or for large anisotropy the sensitivity is increased. This is not the case 

for the modulation technique. 
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with silver @nt 

Smplc 

Figure 4.4: Diagram showing rnounted simple with thermalizing wire. 

4.2.3 Sample rnounting 

Before ending this section we must look at the mounting of the crystals. The crystals 

are attached to the piezo using vacuum grease (Dow Corning High vacuum grease). 

But since we want to use a large excitation current in the piezo and possibly warm it 

up, we would like to keep the sample cold. We achieve this by attaching a thermalizing 

wire to the sample as is shown in fig. (4.4). This thermalizing wire needs to conduct 

heat well but be very flexible so that it does not affect the spring of the cantilever. 

This is obtained by using a 50 prn diameter, or smaller, copper wire of about 2 cm, 

coiled. It is stripped from any insulation to make i t  more flexible without affecting 

the thermal conduction. It is attached to the sample using silver paint, and soldered 

to the sarnpie mount on the other side. 

The thermalizing wire modifies the s p h g  constant. The change is given by 

where K is the spring constant of the cantilever a t  point B and Kt is the spring 

constant of the thermalizing wire a t  point A. L and Lt are defined in fig. (4.4). 

Therefore to limit the effect of the thermalizing wire on the spnng constant it should 

have Kt « K(L/LJ2. Now if we use K = 20 N/m, L = 150 pm and Lt = 600 pm 

we obtain the restriction that Kt « 1.2 N/m. 

\Ve can estimate 16 using eqn. (2.10) (K = ~ E I / L ~ )  of chapter 2 and using 

I = rr4/4.  Here E = 1.0 x 1011 N/m [41], r = 25 pm and L = 2 cm. This gives 

h; = 1.1 x IO-* N/m which is smaller than the restriction derived above. Of course 
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this calculation assumed that the wire is straight. This is not the case here, the wire 

is bent in a few loops, but the order of magnitude won't change. 

The sample holder is then placed close to the middle of the field region. Since the 

torque measurements need to be a t  an angle, the sample holder is placed at  an angle 

of about 25 to 30° rvhich should provide optimum dHvA signals for the samples we 

measured. 

4.3 Samples 

The main criteria for their selection was that they should be anisotropic. Anisotropy 

is needed to do a torque measurement. For the de Haas-van Alphen experiment this 

requires that the Fermi surface should be anisotropic. Two dimensional systems have 

a large FS ariisotropy and their dHvA signal is enhanced compared to 3 dimensional 

system. Therefore we choose 2D systems. It also turns out that both samples we 

measured were supercoriductors. This was not a prerequisite but we are a supercon- 

ductivity group after al1 and the dHvA effect in the mixed state of superconductors 

is interesting in its own respect. 

4.3.1 Organic superconductor 

The first sample we measured was an organic superconductor. This is one of the three 

cliiises of uiiconventional superconductors. The otlier two art. the Lravy ferrriioris, like 

UPt3, which were discovered in the late 19701s, and the high-Tes, like YBa2Cu307-a 

and La2-,SrzCuOr which were discovered in 1986. The organic superconductors were 

discovered in 1980. They al1 have a very rich phase diagram (see [42, 431). There 

exist two main groups. The first group is the quasi one-dimensional systems. Most 

of these are (TMTSF)*-X, the X represents an anions which through charge transfer 

with the TMTSF molecule provides fiee carriers which render the system conducting. 

By applying pressure, or choosing different anions, the materials can be changed from 

an antiferromagnetic state to a superconducting state to a spin density wave (SDW) 

state. The maximum Tc is about 1 K. The only compound which is superconducting 
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Figure 4.5: Fermi surface example of ID and 2D systems. 

under atmospheric pressure is (TMTSF)&104. The others need some pressure to 

become superconducting. 

Since these are one-dimensional their Fermi surfaces are open (fig. (4.5)). They 

are two undulating sheets. Therefore they cannot be observed by the dHvA effect 

since it needs closed orbits. 

The other group is the 2 dimensional one. They are based on the bis(ethy1ene- 

dit hiolo) tetrat hiafulvalene (BEDT-TTF) molecules or ET for short. Again, corn- 

bining them with anions, a charge transfer occurs and leaves free electrons. These 

are also sensitive to pressure. The highest ambient pressure Tc is 11.6 K for n- 

(ET)2Cu[N(CN)2]Br [44,45]. The second highest is 10.4 K for K- (BEDT-TTF)2Cu(NCS)2 

151. These systems, being two dimensional tend to have closed Fermi surfaces which 

are cyiindrical. K, stands for the phase of the material. The ET molecules can stack 

in different orders and these are represented by Greek letters. For example (ET)213 

as been studied in the a, @, 7, B and FC phases (see references in [5]). An example of 

the high sensitivity to pressure of these compounds is that dT,/dP = 3 - 36 K/kbar 

which is higher than any other system including the high-Tc's (461. The highest TCs 

have been observed in the K phase. 

Many observations of the Fermi surface have been done on these materials. Several 

techniques have been used: modulation technique, capacitive torque, Shubnikov-de 

Haas (observations of oscillations in the resistance), etc. Of the K phase, (ET)213 

[47], (ET)2Ag(CN)2H20 1481 and (ET)&u(NCS)~ [49, 50, 51, 52, 53) have been mea- 
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sured. The surface of (ET)2Cu[N(CN)2]Br as been observed with the Shubnikov-de 

Haas effect but only under pressures above 9 kbar [54]. This pressure removes the 

superconductivity. The expenment obtained a frequency 4 times smaller than band 

calculations and a very small amplitude. No ambient pressure measurement of the 

FS have been reported. This can be due to the high upper critical of about 15 T 

(obtained by a capacitive torque method [55]) which makes a dHvA experiment im- 

practical. Ching et  al., dong with a band structure calculation explained the difficulty 

of measurement using magnetic oscillations by the fact that multiple sheets of the FS 

are very close together and have a small effective mass [56]. 

We have measured K-(BEDT-TTF)~CU(NCS)~. The ET molecules are stacked 

iii the b-c plane of the crystal. In the a direction of the crystal the ET planes are 

separated by a Cu(NCS)F anions layer. The b c  plane is where metallic and su- 

perconducting behavior occur. The crystal structure is monoclinic with a = 16.25 

A, 6 = 8.44 A and c = 13.12 A at  room temperature [57]. Fig. (4.6) shows the 

crystal structure and fig. (4.7) shows its Fermi surface. In [58] it is obtained by a self- 

consistent orthogonalized linear combination of atomic orbitals (OLCAO) method 

b<ased on the local approximation of the density functional theory. It consists of 3 

surfaces: two undulating sheets and a small ellipse. Under high enough field (above 

14  T) magnetic breakdown occurs. In that case electrons can jump from the sheets to 

thc small ellipsoid and therefore a large orbit appears [dg, 521. Since n e  did not go to 

those fields we should observe only the small orbit. Table (4.1) shows the parameters 

for this small orbit. 

The many different dHvA measurements have focussed on different aspects. Swan- 

son et  al. observed flux jumps in the mixed state and also observed an estimated the 

anisotropy of the material by finding the amount of warping on the side of the cylin- 

drical FS [50]. Meyer et al. have looked at  the high field magnetic breakdown and 

also at  the angular dependence of the amplitude. Rom this they extract g = 1.6 as 

the parameter in the spin reduction factor of the LK formula [49]. Also P.J. van der 

WeI e t  al. looked at  it close to HCq and o b s e ~ e d  a few oscillations in the mixed state 
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Figure 4.6: Crystai structure of K-(SEDT-TTF)~CU(NCS)~ [5]. 

Fiorne 4.7: Fenni surface of K-(BEDT-TTF) 2Cu (NCS) *. 

[511- 

This material is ideal for the purpose of testing the piezo. It's signal should be 

big enough to see and its effective mass should make it a good themorneter in the 

100 mK to 1 K range. It's upper critical field is about 5 T [50] which is low enough 
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Frequency F (kT) 0.601 

Cyclotron mass (me) 3.2 

Band calc. F (kT) 0.45 

Band mass (me) 1.7 

Table 4.1: Measured ([49]) and calculated ([58]) Fermi surface parameters for K-(BEDT- 
TTF)?CU(NCS)~. 

to permit the experiment but large enough that we can hope to see some oscillations 

in the superconducting state. The crystals are of high quality, ie. their irnpurity 

scattering rate is small (they have a rnean free path of about 0.2 pm). One caution 

is that the samples are very fragile so they must be mounted with care. 

The sample we used was supplied by Dr. K. Behnia of the CNRS at  Orsay, Rance. 

It was grown by a standard electrochemical technique [5]. It was a platelet of regular 

thickness but irregular shape. It had dimensions of roughly 750 x 450 x 40 Pm. These 

dimensions were estimated using a caliper and by cornparison with small wires of 

known diameter. 

The other material we investigated is Sr2RuO4. This material has been around at 

least since 1959 1591. But since the recent discovery that it is a superconductor below 

1 K by Y. Maeno et al. (6) i t  has attracted a lot of attention. This discovery was 

possible because of the availability of very high quality crystals. This is important 

since the superconductivity in this material disappears quickly with just a few parts 

per million (ppm) of impurity. 

The interest in this material is that its crystal structure (6, 59, 601 is the same 

as that of La2-,SrzCu04 which is one of the high-Tc compounds (see fig. (4.8)). In 

these high-Tc materials the superconductivity is believed to occur in the Cu02 planes. 

Since SrzRuOI does not contain copper it can give some insight on the role of Cu 
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Figure 4.8: Crystal structure of SQRUO~.  The lattice parameters are a = b = 3.87 A and c = 12.74 
A [61* 

in the high-Tc. In La2-,Sr,Cu04 superconductivity occurs only with some doping 

(x=0.06-0.25) while with x=0 it is an antiferromagnetic insulator. This is in contrast 

to Sr2RuOl which is a superconductor without any doping. In fact upon doping with 

iridium, Sr2RuI-+IrZO4 stops being a metal above x=0.1 and becomes an insulator 

above x=0.6; Sr21r04 shows a weak ferromagnetism [61]. Also it does not have 

structural transitions below room temperature unlike La2-,Sr,Cu04 (see [60] and 

references t herein) . 
The low temperature specific heat, AC susceptibility, resistivity [6, 62, 631 and a 

kw otlier experinieuts like dHvA (to be described later) seeni in accordance to Fermi 

liquid theory. If this is the case, it tests the limits of applicability of the theory 

because it is a highly two dimensional system. For example the ratio of the resistivity 

perpendiculax and parallel to the plane exceeds 500. 

Experiments on the specific heat in the superconducting state, the mass enhance- 

ment obtained from dHvA and a few other experiments seem to indicate an uncon- 

ventional superconducting paring state. Some theorists propose that the supercon- 

ductivity in this material might be sirniiar to the superfluidity of 3He, which is ptype.  

Other explanations have also been proposed (see [64] and references therein). 

Fig. (4.9) shows the Fermi surface based on the local-density approximation (LDA) 
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Figure 4.9: Fermi surface of Sr2RuO4. 

to density-functional theory using a self-consistent linear-augmented-plane-wave (LAP W) 

method [65, 66, 67, 681. It shows three sheets. The a sheet is a hole-pocket while the 

other two, ,O and y, are electron-pockets. Two type of experiments where performed 

on this to rneasure the Fermi surface. A standard dHvA experiment was performed 

by Mackenzie et al. and they observed a Fermi surface which is consistent with the 

tlieoretical prediction [GS]. Table (4.2) shows the theoretical and experimental values 

ob tained. The diflerence between the theoretical and experimental effective mass im- 

plies strong electron correlations. The assignment of hole or electron to the pockets 

is done using a measurement of the Hall effect [70]. The same group also used the 

measured Fermi surface to predict the electronic specific heat, the resistivity and the 

upper critical field [71]. These predictions agree well with experiments. 

The other type of experiment used to measure the Fermi surface is angle-resolved 

photoemission spectroscopy(ARPES). This is a surface probe. It measures only in 

the top few nanometers of material while the dHvA effect is a bulk measurement. 

ARPES was done on Sr2RuO4 by two groups a t  temperatures above 20K [72, 731. 
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Frequency F (kT) 3.05 12.7 18.5 

Average kF (A-') 0.302 0.621 0.750 

A ~ F / ~ F  (%) 0.21 1.3 <0.9 

Cyclotron mass (me) 3.4 6.6 12 .O 

Band calc. F (kT) 3.4 13.4 17.6 

Band calc. b k F / k F  (%) 1.3 1.1 0.34 

Band mass (me) 1.1 2.0 2.9 

Table 4.2: Measured and calculated Fermi surface parameters for SrzRu04 (691. 

They both obtained a Fermi surface which is different then the theoretical one. They 

obtain that the ai-sheet is a holopocket and around cr instead of an electron-pocket 

and around p. This can be obtained in the band theory by tuning the Fermi surface 

closer to the van Hove singularity which this material has a t  0.06 eV above the fermi 

cnergy [66]. Experimentally the ARPES rneasurement detected extended van Hove 

singularities just below the Fermi energy. The high-Tc also have these singularities 

and (721 compares both system. 

The high-Tcs have such a high Ha that no measurement of the dHvA has been 

achieved in them up to now. The only probe of the Fermi surface in those compound 

is ARPES. Since it is a surface probe there is always the possibility that it does not 

mesure  the bulk Fermi surface. In Sr2Ru04 both techniques can be used. If the 

difference between the two results is caused by surface effects in ARPES than this 

puts some doubts in the measurernents on the high-Tc. To avoid this Yokoya et al. 

suggests a temperature dependent Fermi surface but according to Mackenzie et al. 

this should not be the case [y]. There is still no definite explanation of the difference 

between the two results. 

The sample was obtained from Dr. A. Mackenzie at the university of Cambridge. 



4: DE HAAS-VAN ALPHEN EFFECT 
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Figure 4.10: Raw data of field ramp dom at 80 mK. The sweep rate is -0.075T/min for the section 
above 3.5 T and -0.05 T/min for the lower section. 

It was grown by prof. Y. Maeno a t  Kyoto university using a floating-zone method 

[74]. It has dimensions of about 1 x 0.6 x 0.05 mm. We did not measure its Tc but 

other samples of the same batch were characterized by A. Mackenzie to have a critical 

temperature of 1 K [75]. The upper critical field of this material is less than 50 mT 

[69, 761. 

4.4 Data and analysis 

4.4.1 Organic superconductor 

We begin with the data from the organic superconductor. Fig. (4.10) shows the raw 

data obtained during a field sweep between O and 10 Tesla a t  80 mK. In the field 

range between O and 5 T we are in the superconducting state. The spikes are due 

to flux jumps. The same behavior was observed by Swanson et a1.[50]. These occur 

when a local temperature instability is produced in the sarnple because of the power 

dissipated by the vortices entering or leaving the sample. These instabilitics ccan grow 

catastrophically which leads to a sudden change in magnetization, a flux jump. 

The upper critical field is expected to be around 5 T. Fig. (4.11) shows a blow 
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Figure 4.11: Zoom around Hcz of K-(BEDT-TTF)&~(NCS)~. Both curves are at 70 rnK. Ramp up 
at 0.2 T/min and ramp d o m  at -0.05 T/min. Hc2 is about 4.8 T. 

iip of two field sweeps around 5 T. The first one is a sweep with increasing field and 

the other with decreasing field. The two curves start deviating around 4.8 T. We can 

define that field as Ha. This behavior is expected upon entry into the superconducting 

state since the vortices are hysteretic. This coincides with a similar observation by 

Swanson et al. [50]. 

To really show the periodicity, fig. (4.12) shows the signal between 5 and 10 T ver- 

sus inverse field. Here we have removed the magnetoresistance background bv fitting 

a gth order polynomial through the data. Fig. (4.13) shows the Fourier transforrn of 

fig. (1.12). That was actually calculated using a discrete Fourier traiisform (DFT) 

which requires the data to be equally spaced. The data was taken a t  a constant rate 

during the field sweep therefore the data was uniformly spaced with respect to H 

and not H-l ,  as needed. To obtain the correct distribution, the data was linearly 

extrapolated between the points. Also, to improve the narrowness of the peak the 

data is multiplied by a window 

where x = 1/H and xo 5 x 5 XI. The effect of the window is to  smooth out the effect 
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Figure 4.12: K-(BEDT-TTF)*C~(NCS)* signal versus inverse field. 

of the finite range of data used. No window is like using the raw data over a large 

range and multiplying it by a square window. The reason for the improvement is that 

if the experimental frequencies do not fa11 exactly on one of the discrete freqiiency of 

the DFT then its amplitude will leak into many adjacent bins. The square window 

is the worst in this respect. Many different windows exists. They al1 have different 

characteristics of sharpness and phase (see Numerical Recipes [77]). 

We see that the signal is periodic and sinusoidal. Also only one frequency is 

clistinguishable, as expected. The signal is also clearly above the noise level. The 

frequency is 6912 1 T. This is to be compared to 601 T, obtained for H 11 a where a 

is the unit vector out of the plane [49]. Since the sample is oriented with its a axis 

at 30" from l? we expect the frequency to be 

Since that is what is obsewed we can conclude the sample is oriented as expected. This 

is something that needed to be checked since the sample is small and can be mounted 

not exactly parallel to the piezo. What is actually oriented at 30' is the sample mount 

which is assumed to be parallel to the piezo. Another cause of misalignment is the 

thermalking wire. This wire, upon cooldown, contracts and can pull on the sample, 
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Fourier transform of K-(BEDT-TTF)2 Cu(NCS)z signal. The data actually goes to 6680 

it before the vacuum grease freezes or pulling the sample and the piezo if 

constant is large enough. We will come back to this last point later. 

To extract more information, like the effective mass and the Dingle temperature, 

we took field sweeps from 9.6 to 10 T at a few temperatures. We then fit every one 

of those with 

R = A + B H + C s i n  2 ~ - + D  . ( PrH ) (4.29) 
where A and B are used to remove the background resistance and magnetoresistance. 

D is the phase shift and C the amplitude. This is a non-linear fit with 5 free parame- 

ters (A, B, C, D, F). For the fitting procedure to work, good initial guesses must be 

provided. For the frequency, we can use the value obtained from the DFT. We can 

improve the fit by keeping constant some of the parameters. The frequency F can be 

fixed using the frequency obtained from the Fourier transform. A better approach is 

the following iterative approach. We start from a fit of the LK formula to the signal 

between 5 and 10 T using the measured mass and Dingle ternperature obtain from 

literature as initial guess, but leaving them as fiee parameters. Since for a constant 

temperature they are highly correlated the fit cannot extract the mass and Dingle 

temperature but it does give a highly accurate frequency. This is more sensitive than 
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the Fourier transform since here we effectively fit the oscillating signal with one sine 

wave while the Fourier transform extracts the amplitude of the signal a t  a discrete 

set of frequencies. For a field interval of 5 to 10 T the discrete frequency interval is 

8.5 T. 

With F fixed only four parameters are left. This can be decreased even more 

if we fix the phase D. This was not done since the phase actually varied slightly 

between runs. It varies even more between increasing and decreasing field sweeps. 

The theory actually says the phase should be a number independent of the field. The 

contradiction is resolved by understanding the measurement technique. The lock-in 

lias a certain signal bandwidth. It was set to about 1 Hz in this case. Wheu the field 

gets swept at a constant rate the field dependent oscillation gets turned into a time 

dependent oscillation. If this is to fast it will be filtered out by the lock-in. This 

filtering out decreases the amplitude and shifts the phase. The phase can be easily 

understood. It takes a certain time for the initial change to the signai to be translated 

to the output. This time lag gives the phase shift. In the experiments the field sweep 

rate and fiiter bandwidth were chosen so that the amplitude was not affected and the 

data was collected quickly to permit msny sweeps with different excitations. These 

parameters still affected the phase but it did not matter since we were not interested 

in that value. Fig. (4.14) shows an example of this type of fit to eqn. (4.29). 

Vitlues of' C khus obtained at different temperatura, usirig an excitation that did 

not show self-heating of the piezoresistance, are plotted as open squares in fig. (4.15). 

A s  can be seen the amplitude in the interval between 0.1 K and 0.8 K changes 

rapidly (by about a factor 10). The sample can therefore be used as a sensitive 

thermometer. If we know the amplitude of oscillation we can use fig. (4.15) to obtain 

the temperature. Of course that is assuming that the sample was actually a t  about 

the same temperature as the fridge, since the temperature axis of fig. (4.15) is the 

fridge temperature. This can be checked by using the temperature dependence of the 

LK formula. Remember that 
x 

RT = - 
sinh x 
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Figure 4.14: Example of amplitude fit obtained using a standard nonlinear fitting method. 

where x = 1 4 . 6 9 5 .  Here we have only the first harmonic hence p = 1. The only 

other constant is m the effective mass. We know from literature that it should be 

around 3.2 [49] for H II a. In our case, at 30°, we therefore expect 

To find if this is what we observed we fit fig. (4.15) with 

where A is the arbitrary amplitude at O K. The curve fits well trough al1 the points 

(open symbols) and gives 3.65I0.02 me as the effective mas.  That is close enough 

to what is expected to believe we have a well thermalized sample. 

A further check is to use smaller and larger excitations and to measure the ampli- 

tude over the same field interval. We observed no change for the smaller excitations 

or the slightly larger ones. With a much larger excitation the amplitude actually 

decreased a little signifying that the sample was warmed up. These points are shown 

in fig. (4.15) as black squares. Rom the g a p h  we can see that the 100 mK point is 

really at about 150 mK meaning that the sample was warmed up by about 50 mK. 

This should be compared to the temperature change of the piezo which is warmed up 
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Figure 4.15: Mass plot of K-(BEDT-TTF)~CU(NCS)~. The data used for the fit are the open symbols. 
'I'he errors on the amplitudes are smaller than the symbols. The filied squares are data obtriined for 
a very large excitation and shows heating. 

above 1 K. This is seen in fig. (4.16) where the base resistance of the piezo is shown as 

a function of the fridge temperature. The resistance is obtained from the amplitude 

fits (eqn. (4.29). What is actually shown is A + 10B which is the resistance a t  10 T. 

Here we assume that AR(T, H) z: AR(T,O), ie. that the temperature dependence 

of the magnetoresistance is small. If we assumed the low excitation data, the top 

points, to give the real curve we can see that over al1 the range of excitations used the 

resistance went down implying a higher resistance and self heating. We can see that 

for the very high excitation the temperature of the piezo really looks to be above 1K. 

Also the intermediate excitations significantly raised the piezo temperature without 

affecting the sample temperature. Hence the thermalizing wire is doing a good job 

to keep the sample cold. 

Once the effective mass is known, the Dingle temperature can be extracted. No 

new data is needed, since TD is obtain from a field sweep at constant temperature. 

That is actually what was initially obtained (fig. (4.12)). To extract it  we fitted 

the data with the LK formula, but £king the value of the effective mass previously 
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Figure 4.16: Resistance of piezo at different excitations at IO T. The line is just to guide the high. 

obtained (m = 3.65). Therefore, with Td, F, $, A as parameters in 

where RT = 14.69mT/p0H ~inh(14.69mT/~,H), as before, and 

Again since we only have the first harmonic we set p = 1. We need to note that we 

hwe iised ml instead of m. This variable is still a constant but it does not have to be 

the same as m since this one should not include the electron-phonon renormalization. 

Therefore people sometimes give the Dingle temperature as mlTD. Here we follow an 

other convention. We set m' = m. The background magnetoresistance is removed 

before the LK fit by fitting a 6th order polynomial to the data. Theri a non-linear 

fit to eqn. (4.33) over the whole field range (5-9.6 T) is performed and we obtain 

TD =0.33f 0.01K. This compares well with values reported by other people. It can 

be converted into a scattering rate ï = T-1 = -27 THz or a mean free path 1 = 0.15 

Pm. This reflects the very good quaiity of samples obtain by the electrochemical 

growth technique. 

To examine the impact of the superconducting state, we proceed by fitting the 
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Figure 4.17: Dingle plot of K-(BEDT-TTF)~CU(NCS)~. The horizontal line shows the range (of 5 
oscillations) used for each fit, the vertical one the error. The error grows at low field because the 
signai rapidly disappears. 

LI< formula over a small number of oscillations. To remove the effect of the other 

parameters we fix tliem to their value obtained during the full field range fit. Also, 

because on entering the superconducting state the background changes rapidly, the 

polynomial fit that was used to rernove the background over the whole range does 

not do a good job there. So we choose an interval long enough to have 5 oscillations, 

remove the background on this short interval by a third order polynomial and fit the 

LE; Forrriula with only TD as the free paraneter. Foliowing that procedure we obtain 

fig. (4.17). The Dingle temperature is constant in the normal state (above 5 T), as 

expected. Upon entering the superconducting state it suddenly increases. This has 

been observed in this material by P.J. van der Wel et aL[51], but the field range where 

we observe the signal in the mixed state is too smdl to compare it to any theory. 

CVe now present the same experiment on Sr2Ru04 The angle of the sample was set 

to about 25". This time we thermalized the sample with 4 wires of about 2 cm of 12 

prn copper, because this will be more flexible while carrying as much heat as a single 

50 pm wire. The upper critical field in this material is 50 mT which is really low. 



4: DE HAAS-VAN ALPHEN EFFECT 

Figure 4.18: Ftaw data obtained for SrzRu04. (a) is for low field and (b) is for high field. The Line 
jiist connects the points to help visualization. 

Therefore even at low fields we did not see any signal due to the superconducting 

state. This is again due to the hysteresis which swarnps out any signal which we 

could have seen below 10 mT. 

Fig. (4.18) shows the raw data at 7 and 9 Tesla. It is easy to see that the signal 

at high fields is not sinusoidal. The waveform is now a sawtooth wave. This is also 

seen it the Fourier transform which is show in fig. (4.19). It shows many peaks a t  

multiples of the fundamental which is about 3.06 kT. The next one is expected a t  

12.7 kT. Because of a heavier effective mass its amplitude should be smaller. But 

because the first harmonic is distorted so much we see a large signal a t  12 kT. This 

makes it hard to distinguish the other signal. If we use the frequency obtained by 

A. Mackenzie of 3.05 kT 1691 we can Say that the sample is not a t  25'. The angle 

is probably more like 10'. This small angle reduces the amplitude of the signals and 

therefore Ive have only observed the first fundamental frequency. 

The shape of the signal cm be expected if we were a t  O K and if there were no 

impurity scattering as explained in the theory. But this is not the case here. The 
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Figure 4.19: Fourier transform of Sr2Ru04 signal, 

shape is due to torque interaction (TI). We explain TI by writing the signal as 

where 0 is the angle of the field with respect to the a axis of the sample, a is a 

constant, and 68 = 0 - 8, = b~ where b is another constant. This is because we 

measure the torque by measuring the motion of the piezo. This motion corresponds 

to a change in angle. Therefore as the magnetization oscillates, this makes the angle 

oscillate, which in turn changes the magnetization. To simplib eqn. (4.35) can be 

recast as 

where c = i;o~w aF This equation is displayed in fig. (4.20) with x = 2nF/p ,H,  

y = 2ncr and 2 = a/27rc. The effect of b or c is to shift the curve proportiondly to 

the amplitude of the signal. This slants the sine waves. When the signal gets this 

much distorted, it is no more single valued. Therefore the system will jump to the 

point with the lowest free energy. When this occurs you obtain a straight line and 

the signal look  like a satvtooth. The additional phase 2acr oscillates by an amount 

of 2nca. Therefore the condition that makes TI not important is CU « 1. For this 

aF where -- = sample we have a t  p.H = 8.3 T, a = 6 Q, c = b H F Z  F l a F  ae tan(O)fora2D 
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Figure 4.20: Sketch of torque interaction. The dash line shows the multivaIued torque. The solid 
lines shows the actual observed signd for an increasing magnetic field. 

system and b = 8 x 1 0 - ~  rad/n. At this field the signal is starting to  have the straight 

line which means it is close to ca = 0.25. Using an angle of about IO0, F = 3.06kT 

ive calculate ca = 0.31, which is just the right size to explain the observed signal. 

Hence the sawtooth is really caused by a TI problern. 

To obtain a precise value of the frequency we fit the LK formula between 7 and 

10 T. We obtain 3.O6f 0.01 kT. Again we mention that comparing our result to the 

work of A. Mackenzie 1691 we find that the angle of the sarnple is probably around 

10". This is also to be expected since the base resistance of the piezo is 3.2 kQ instead 

of the usual 2.5 kn. This implies that the thermalizing wire is pulling down on the 

sample. 

We can carry the same analysis that was done on the organic superconductor on 

this sample, but w expect the fits to become worst and worst as the field increases, 

because the data is less and less sinusoidal. Fig. (4.21) shows the mass plot and the 

low temperature data have larger errors. This is because the larger the amplitude 

the more TI there is. The mass which is obtained is 3.1*0.1 me. But since a t  low 

temperature the signal is more sawtooth like, the sinusoidal fit wiil under evaluate 

the amplitude so we can assume that the real amplitude can be bigger. This would 
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Figure 4.21: Effective mass of Sr2RuO4. The vertical lines show the error on the data used for the 
fit to 14.69mT/p0H sinh(l4.69mT/p0H). 

give a larger rnass and bring us closer to 3.4 me measured by Mackenzie [69]. 

Also, we see that with the same maximum excitation as for the organic we get more 

heating of the sample in this case. Therefore the thermal contact between the sample 

and the fridge was not as good as before. This can be due to the silver paint which 

did not rnake a good thermal contact between the small wires and the sample. It 

cal1 also be that the small wires were partially broken while the sample was mounted. 

Finally the small wires were difficult to solder to the sample mount. 

X final point to the analysis. We can try to extract the Dingle temperature. We 

obtain about 0.59I0.03 K (which means 1, = 0.21 pm) which compares very well 

with the measurement of Mackenzie of 0.59 K 169). It is constant over the explored 

field range. 

4.5 Problems and solutions 

The experiments on Sr2Ru04 showed us some problems with this experimental tech- 

nique. While it certainly can work as was shown by the organic superconductor 

experiment, it can be plagued by torque interaction and an improper thermalization. 
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The torque interaction can be attenuated by having a stifTer cantilever. But, just 

mahing the spring constant bigger will decrease the sensitivity. A better way is to 

use a feedback mechanism to keep the angle constant, this provides a higher effective 

spring constant without losing sensitivity. A possible way to do this is to add a 

capacitor plate very close to t,he sample and use the sample as the other plate. By 

changing the voltage between sample and plate, the electrostatic force can be used to 

compensate the magnetic torque. 

To prevent the improper thermalization a better way to make a good contact is 

needed. The smaller wires (12 pm diameter) are harder to use and therefore the risk 

of a bad contact is greater, while the larger wire (50 pm) as been shown to work. 

Therefore the larger wire should be used. The problem can also have been caused by 

the silver paint. To fix this we should use silver epoxy, which we have used successfully 

to make thermalconductivity contacts on YBa2Cu307-s samples for low temperature 

me~surements. 

To map the Fermi surface of metals, the dHvA frequency for different orientations 

of the crystal is needed. So to really use this system we need to have a rotation 

mechanism that allows us to rotate the sample in situ. This can he achieved by a 

mechanical feedthrough, or using a cold steeping rnotor. 



LOWER CRITICAL FIELD 

5.1 Magnetization measurement by torque 

LVe are interested in the lower critical field (Hel) of superconductors. This can be 

obtained by measuring the magnetization of a sample a t  low field. HcI is defined as the 

field where the magnetization deviates from linearity. To measure the magnetization 

using torque we need some anisotropy. In this case it cornes from the sample shape. 

If we assume the sample is an ellipsoid then we have that the field l? inside is 

uniform. It is related to the applied field, &, by a demagnetizing coefficient n 

which is a tensor. Assuming the field is along the principal axis of the ellipsoid then 

we only have three parameters, n,,, n,, n,,. We will wtite them as n,, etc. AIso 

n, + n, + n, = 1 and 

where l,,  l,, 1, are the semi axes of the ellipsoid along x, y and z and i can be any of 

x, y, z. Therefore the ellipsoid volume is ~ L z l , l , .  With these n's we write 

where M is the magnetization'. Combining this with 

l ~ ?  and l? corne fiom the microscopic distinction between bound and hee currents. This distinction 
is not applicable to a superconductor since they both have the same physical origin. Nevertheless 
we keep them as usefd tools. In the discussion above we assume the superconductor only contains 
bound currents. 
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we obtain 

Inside a 

Using it 

superconductor Bi = O, so we c m  wnte 

we can calculate the change in free energy due to the magnetic field: 

AG = - /&' pod -d&d3z = 
Volume O 

where V is the volume of the sample. Lets pick Ga as H, = H cos O, Ha, = Hsin e 
and Ha, = O then 

where H is the amplitude of the applied field. The torque r is finally obtained by: 

From this equation it is easy to see, as expected, that the torque will be zero when 

the field is aligned along the principal axis of the ellipsoid. It will also be zero if the 

ellipsoid is a sphere since then al1 the n, = 113. 

Assuniing the magnetization deviates from its linear law at  Ha = fl, then the 

critical field is 

To distinguish between the two the angle can be changed. If the angle is close to 0' 

tlien you measure Hcl,. If the angle is close to 90' you measure HcIz 

When a type 1 superconductor has Ha < H, but that the calculated H from 

demagnetization is above the critical field, an intermediate state is entered (291. In 

this state, alternating layers of normal and superconducting regions organize so that 

H 5 Hc. This as to be the case since if the sample is fully superconducting the field 

inside is larger than Hc which is inconsistent. Similady if the sample is al1 normal 

than H is less than Hc and it should be superconducting. So the sample enters the 

intermediate state with both normal and superconducting regions. But this is not 



the mixed state of a type II superconductor. It occurs only in type 1 superconductors 

because of geornetry. To prevent this the demagnetizing factor should be srnall so 

that Ha SV H. 

In a type II superconductor this is not a problem but deviations from a pedect 

ellipsoid, such as having a sample with corners, will produce a non-uniform H field 

inside the superconductor. Since H will tend to be larger a t  the corners, vortices 

will enter there before the value predicted using the approximate demagnetization 

coefficients. This will make the measured lower than the value of the bulk. To 

prevent this the sample shape should be made as close to an ellipsoid as possible or 

with a geornetry that makes Ha = H, such as a wire. 

5.2 Experimental technique 

Here we describe the experimental technique that was used to rneasure HcI of Y B ~ & u ~ O ~ . ~ .  

Since YBa2C~306.9 is a high-Tc compound with a Tc of 

is not needed to observe the superconductive phase. 

system. We cal1 it a dipper (RMC mode1 4HeIC) and 

is designed so that it can be inserted directly inside a 

91 K, the dilution refrigerator 

Therefore we used a simpler 

it is shown in fig. (5.1). This 

helium storage dewar. When 

i t  ih iiiiiiiersed iii liquid, a niiuinium teniperature of 1.3 K cau Le reacli by punipiug 

on the 1 K pot inside. The temperature is controlled with a Lakeshore DRC-93CA 

temperature controller which reads either a platinum thennometer (from 30 K to 

room T) or a germanium thermometer (from 1 to 60 K). Outside of their range the 

thermometers loose sensitivity. The heater consists of a 50 R resistance made of 

manganin wire. The ternperature controller can deliver up to 50 W but to help it at 

higher temperatures we raise the can above the liquid into the helium gas. It can also 

be used in a liquid nitrogen container in the same way. 

Fig. (5.1) shows the inside of the dipper can. The 1 K pot is currently used in 

one-shot mode. To use it we liquefy helium in it by applying an overpressure of He 
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Figure 5.1: Schematic of the dipper. (a) shows the dipper with the sliding flange and the home 
made coi1 and (b) shows the inside of the vacuum can. 

C Coi1 leads 

gas from outside. This is done once the can is immersed in liquid helium. To help 

the liquefaction we leave a small pressure of He gas in the can to act as exchange gas. 

Once the liquefaction stops because the pot is filled, we pump out the exchange gas 

very well. After that we can start pumping on the 1K pot and it cools down to about 

1.3K. The copper plate containing the thermometers, heater and which is connected 

to the copper sample holder is separated from the pot by a b r a s  tube. Copper is a 

very good thermal conductor so it is al1 well thermalized at a single temperature. The 

b ras  tube acts as a weak thermal link through which heat can be extracted but it can 

sustain a good thermal gradient. Hence the pot can be at a certain temperature, the 
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copper at another and the difference will appear across the b r a s  and not in the Cu. 

So we assume that al1 the copper is a t  a single temperature. The advantage of the 

weak link is that the heater only needs to change the temperature of the copper. It 

does not have to warm up the liquid helium in the pot which would require a lot more 

power and shorten the duration of the pot. It usuaIly lasts about an hour. After that 

the cycle can be restarted. The pot could also be used in continuous mode by adding 

an intake tube through a flow impedance. The cooldown procedure takes frorn one 

to two hours. 

To limit the loss of heat through the wires these are thermalized on top of the 

can, which is usually at 4.2 K. They also get thermalized on the Cu plate so that 

the wires going to the experirnent or to the thermometers are already at the correct 

ternperature. What limits the minimum temperature is the pumping speed achievable 

and the heat load on the lower stage. I rewired the dipper because it was using mostly 

copper wires which had too good a thermal conductance and they were shorting out 

the b r a s  weak link. I replaced them with manganin wire which can have a larger 

diameter, and therefore easier to manage, and still have a smaller thermal conductance 

than copper. We also have 2 coaxial cables installed for ultrasound experiments. The 

lowest temperatures were not needed in most of my experiment but they are used for 

thermal conductivity rneasurements. It is also close to the upper limit of the dilution 

fridge nhich is about 1.2 K. Therefore n i th  the two cxyostats tve can span almost 

continuously the range between 50 rnK and room temperature. 

5.2.2 Cod and electronics 

For our experiments we need a field that will reach Hcl .  In the material of interest it 

is of the order of 20 mT. Therefore we need a magnet that can provide such a field 

and that can fit within the experimental setup we already have. It also needs to work 

in the temperature range of 4-100 K. The solution we employed was to use a copper 

coi1 that slips on just outside the vacuum can as shown in fig. (5.1). Of course it 

cannot be too thick otherwise it will not be insertable into the storage dewar. As 

for the length we made it equal to the diameter so that the field a t  the center is 
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approximately that given by an infinite solenoid. The field at  the ends is then about 

11 fi that of the middle which gives a srnall field gradient in the middle. A longer 

magnet lowers the gradient but will not increase the field inside, and could add a lot 

of wire. Since we use copper, we have some resistance which will dissipate power in 

the liquid helium so the shorter the length we have the better. With 1 W of power 

we loose about lL/hour of liquid helium. This is as much as we would like to loose 

(the dewars have 100 L). 

The limited volume of the coil, the choice of copper and the limit of power actually 

defines the maximum field attainable. This maximum is independent of wire diameter. 

Since copper is the best conductor, after silver, we can only improve on this by using 

siiperconducting wire. But it is more expensive and when the wire is not in liquid 

helium and cooled enough it will be resistive. To choose the wire size we decided that 

the maximum current we could supply is 1 A. With that choice the wire has to be 

30 AWG (0.25 mm diameter). With that wire we made the coil. It has a diameter 

and length of 5 cm, it contains 13 layers each of 168 turns of the 30 AWG wire. It 

lias a resistance of 100 R at  room temperature and of about 1 R at liquid helium 

temperature. Therefore it does dissipate about 1 W a t  maximum current. At that 

mmimum current the field in the center is 36 mT. This calibration was calculated 

from the the geometry and checked with a gaussmeter to be valid within 10%. Finally 

the coi1 has an inductance of about 0.1 Henry. 

It is powered using the circuit of fig. (5.2). The current is controlled by the 1 R 

limiting resistor (Rz). By reading the voltage across the 1 R resistor (RI) we know 

the current that passes through the coil. Since a 1 R resistor with 1 A dissipates 1 

W, it can easily warm up. This could change its resistance. To prevent this increase 

in temperature we use high power resistances (100 W) that can dissipate the energy 

without heating up. The power supply can actually deliver 15 A and has a limit of 20 

Volts. The circuit is designed so that with a 10 V input we obtain 1 A and that ~vith 

a 5 VRMs input we also obtain 1 A peak. The lock-in we use has auxiliary outputs 

that can supply DC voltage between -10 and +10 Volts and a sinusoidd reference up 
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Figure 5.2: Current supply of home made magnet. 

5.2.3 Measurement electronics 

The measurement can be done using the same circuit as for the dHvA experiments. 

We will refer to that configuration as the DC technique. Another possibility is to 

oscillate the field. This is done by controlling the current in the coi1 using the reference 

output of another lock-in. Therefore we use a similar circuit as before to measure 

the resistance, with a high frequency (700 Hz). We obtain a resistance which will 

oscillate a t  a harmonic of the field modulation frequency, chosen to be small (.5-5Hz) 

in order to limit eddy current heating. We use the analog output of the X component 

(in phase) of the first Iock-in and use it as the input to the second one, the one which 

modulates the field. With this last lock-in we can detect the resistivity oscillations 

amplitude a t  any harrnonic we like. We will be mostly interested in the second and 

fourth. Fig. (5.3) shows this circuit. 

For the second lock-in to detect anything, the first one must let through the low 

frequency signal. Therefore its filter bandwidth must be chosen large enough that 

the desired signal can pas .  But with a filter bandwidth too large, noise can overload 

the output. Therefore a comprise must be reached. Usually the observed amplitude 

is attenuated by a factor of 10% and the phase can be shifted by as much as 150". 

The large phase shift is because the filter is a 4 pole filter. It has a faster frequency 

curve but worse phase characteristic. This phase shift and amplitude attenuation 

only depend on the operating frequency and idter time constant and can therefore be 
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Figure 5.3: Diagram of setup for the modulation measmement. 

calculated. Hence the data can be corrected for these factors. For a given experiment 

they are constants which do not change. 

Finally a word about the sensitivity. In the 20 to 100 K range we used the maxi- 

mum excitation available from the lock-in and using a 100 kR limiting resistor. This 

is 50 pARMS With the modulation technique the noise is then of 1 mR (which is 1A, 

0.4 ppm or 1 x 10-~ Nm). 

5.3 Samples 

For the experiments of this chapter we used YBa2Cu306.9, which is a high-Tc super- 

conductor. For more information on this class of superconductors we refer the reader 

to the book by Burns [78], to articles in a special issue of Physics Today [79] and to 

the series of volumes from Ginsberg [€!O]. 

Al1 of the high-T,s have one or more CuOz planes. This is where superconductivity 

is believed to occur. They have critical temperatures now reaching 150 K. They have 

different anisotropy. Compounds like BizSrzCaCu20s (BSCCO) are very anisotropic. 

The interlayer coupling is very small. In fact using a sticky tape, a few layers can 

be removed, leaving a clean surface. This ability makes this material very good for 
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Figure 5.4: Crystal structure of Y9a2Cus O,. 

surface studies since very clean surfaces are obtained easily. 

As mentioned before the high-Tc we studied was YBa2C~306.9. This material 

does not have a large anisotropy. For example the temperature dependent ratio of 

resistivity in the planes to the resistivity perpendicular to the planes varies from 75 

to 125 while compounds of the BSCCO family have their resistivity ratio range from 

500 to about 10% The oxygen content is set to 6.9 since that is where the maximum 

Tc is observed. Like in some other high-Tc compounds, superconductivity is obtained 

only in a certain range of doping. Here the doping is obtained by modi&ing the 

oxygen content. If we mite  YBa2Cus07-s then for 0.7 < 6 < 1 we have an insulator 

which is antiferromagnetic. Its crystal structure is tetragonal. This proximity to 

antiferromagnetism exists in many other high-Tc. For O < 6 < 0.7 the material is 

rnetallic and the superconducting 2'' has a maximum for 6 = 0.1 of 93K. This phase 

as an orthorhombic crystal structure with a=3.86 A, b=3.92 A and c=11.63 A. The 

Cu02 planes are in the ab plane (see fig. (5.4)). This orthorhornbicity is caused by the 

appearance of a new structure, called the Cu0 chahs, dong b. This is unique to this 

compound. The other high-Tcs do not have such a quasi one-dimensional structure. 
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These chains lead to an anisotropy of the resistivity in the plane, palpa = 2.2 

[81]. Sorne recent data on thermalconductivity[82] and microwave measurements of 

the conductivity in the superconducting state of ultra-pure crystals grown in BaZr03 

(BZO) crucibles [83] seem to show that there is an increase of superfluid density, 

possibly due to the chains, starting around 65 K. Other microwave experiments have 

been done before and did not observe this probably because the surface was not 

of good quality. The new BZO crucibles produce crystals with very good surfaces. 

For example the vortices have been observed by an STM without surface preparation 

which is not possible on standard samples (see references in [83]. The thermalconduc- 

tivity measurement !vas done on crystals grown using the standard yttria-stabilized 

zirconia (YSZ) crucibles, but it is a bulk measurement and is not sensitive to the 

surface quality. Our interest in HcI for this material is to see if the sarne effect could 

be observed in this parameter too, by looking a t  the anisotropy of the critical field in 

the plane. For this a good reproducible technique to mesure  Hcl must be developed. 

The standard technique of measuring the magnetization and detecting the deviation 

from linearity depends on fitting the low field behavior and observing departure from 

this field a t  higher field. Here we propose what we think is a more direct measurernent 

of Hel. 

The previous Hcl data (see [84, 851 and reference therein) shows a wide range in 

critical fields. The zero teniperature f i c l  perpeiidiculiu- to the plaries ranges froru 

40 to 800 mT and parallel to the plane it ranges from 7 to 60 mT. The temperature 

dependence also varies from one experiment to another. The experiment by Umezawa 

et a1.[85] indicates that the twin boundaries seem to increase the critical field of the 

plane. The experiment of Liang et al. [84] was done on an ellipsoid-shaped sample 

to prevent the problem of corners for the field perpendicular to the planes direction. 

Because a rectangular shaped sample does not have a well defined demagnetizing 

factor, the vortices can penetrate first a t  the corners. This would lower the measured 

HcI while surface baniers to the penetration of vortices can raise the measured Hcl.  

Also the strong pinning in this material prevents flux from entering and exiting freely 
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from the sample a t  low temperature which makes the deviation from linearity of the 

magnetization weaker and therefore harder to measure accurately. 

The crystals were grown by R. Gagnon using a self-flux method (see references 

in [al]), starting with powders of Y203 (99.9999%), BaC03 (99.999%) and C u 0  

(99.9999%) mixed in a rnolar ratio of 1:18:45. The crystals were grown in YS2 

crucibles as they are known to contaminate the crystals very weakly. Thin platelets 

with the c axis of the crystal along the thickness of the platelet are obtained. The 

crystals have dimensions of the order of 1 xlxO.1 mm. Because they are grown 

in air the crystals are not fully oxygenated. To insure optimal doping the crystals 

were oxygenated for 6 days a t  500°C in flowing oxygen gas a t  a pressure of 1 bar 

and quenched at room temperature. Since a t  low oxygen content the material is 

tetragonal and that a t  higher oxygen content it becomes slightly orthorhombic, the 

above procedure produces crystals which are twinned. This means that domains 

with the a and b crystal axis rotated by 90' from one another appear in the sample. 

This reduces the stress in the crystal produced during the growth, but to measure 

the anisotropy in the plane between a and b we require detwinned crystals. The 

detwinning is achieved by applying a uniaxial pressure of approximately 50 MPa a t  

550°C in air for less than 30 minutes. Detwinned crystals are then reoxygenated for 

one day a t  500°C. Table (5.1) list the characteristics of the samples we used. We use 

thet .  sarnples, dl with a Tc of 93 K ,  and a iribo,s2Tio.cs wire. Orily one 

YBCO was detwinned, and it was measured only along 6 .  The circular shape was 

obtained by sanding away the corners using a fine sandpaper (3 pm). The angles 

given are for the sample mount itself. The sample could be a t  a t  slightly smaller 

angle. 

5.4 Data and analysis 

We begin by showing the resiilt of a DC torque measurement. Fig. (5.5) shows a 

Iiysteresis curve obtained by rneasuring the piezoresistive signal as the field is first 

increased from O to 36 mT then lowered to -36 mT and finally brought back to O. 
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Table 5.1: List of the sarnples used in the modulation technique. The dimensions are only ap- 
proxirnate. They were measured with a caliper and by cornparison to wires of smail diameter. 
TL! = 1/(1 - n,) - 1/(1 - na*) is the estimated demagnetization factor by assuming an ellipsoidal 
sanple with the axis given by the numbers in the dimension column. The angle is between the field 
<and the normal to the plane and is very approximate. 
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Figure 5.5: DC hysteresis torque curve taken on the detwinned sample at  65 K. The arrows show 
the sequence of fields. 
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Since the DC method is not sensitive enough we now use the modulation technique. 

This has the advantage that the temperature drifts are eliminated from the signal 

since the technique effectively just measure changes in resistance over a short cycle of 

about 1 s, and we average many such cycles. This enables us to use the technique to 

measure the Tc of very smdl samples of superconductors by looking at  the amplitude 

of the second harmonic. This is because the signal is quadratic, so if the field is given 

by Ho + Hsin(wt) then 

where Ho is a DC field and H is the amplitude of the oscillating field. In the experi- 

ments described here Ive do not put a DC field but there still is a small field due to the 

earth's magnetic field (about 0.05 mT) and there could be a field due to a material 

which spontaneously magnetizes a t  low temperature. The dewar and the dipper were 

constructed of materials which do not become ferromagnetic so this should not be a 

problern. The DC field can be seen by looking a t  the zeroth (DC) and at the first 

harmonic of the modulation frequency. Since the lock-ins are AC coupled, the DC 

signal is filtered out. The first harmonic is usuaily small, but if a large amount of 

flux is trapped it can give a good signal at  low field. But as the modulation am- 

plitude is increased there is a tendency to bring this first harmonic signal to zero. 

Therefore rnost of the signal is contained in the second harmonic of the modulation 

field frequency. Fig. (5.6) shows an example of this. It gives Tc of a small Nbo.szTia.rri 

wire to be 9 K which is compatible with previous data [86]. The second harmonic is 

observed while the field modulation is kept constant a t  2 mT. Then the temperature 

is ramped slowly (0.6 K/min). When the signal goes to zero the sample is normal. 

The transition is sharp and has no hysteresis whether the temperature is increasing 

or decreasing. The transition does not move either if we lower the excitation current 

of the cantilever. This shows that we are not heating the sample. The excitation 

current was 10 PA. A higher current a t  this temperature of 10 K starts warming up 

the piezo, but above 20 K we use 50 PA without any observable self-heating. The 

noise of 5 mR ( 5  A) on fig. (5.6) is because of the smaller excitation current and the 
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Figure 5.6: Critical temperature of a Nb0.52Ti0.48 wire. The squares (O) were obtain for increasing 
temperature and the triangles (A) for decreasing temperature. 

small signal to noise ratio is because the sample and the field are small. The field is 

chosen small so that the transition is not broaden by the applied field. The signal 

does not go negative because we show the amplitude, i.e. ,/vz + v i  where v, is the 

iri phase and v, is the out of phase components obtained from the lock-in. This is 

the same experiment that was performed to obtain the sensitivity curve of Chapter 2 

fig. (2.4), using YBazCu306.9 (Tc=93 K). In that figure we plot the amplitude of the 

secoiid harmonic divided by the R, of the cantilever and is normalized to 1 at  80 K. 

It is important to divide by &, since the resistance of the device changes as a function 

of temperature and the sensitivity of the device is expressed in terms of AR/R, and 

no t in terrns of AR. The changes can only be due to the sensitivity of the device since 

the amplitude of the modulation is chosen to be less than Hcl. So the amplitude of 

the signal only depends on the geometry of the sample if we neglect the effect of the 

field penetration depth. This is justified since over this temperature range it changes 

by 0.2pm [83] which could a t  most give a change of 1% in the sensitivity. 

When we cross &, the signal will no be purely quadratic anymore. Therefore 

higher harmonies should appear. Because the original torque signal is a t  2w, dis- 

tortions appear a t  h m o n i c  of this frequency. So the first harmonic with a signal 
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Figure 5.7: Cornparison of zero and non-zero field cooled. The lower critical field c a n  be estimated 
by drawing a Iine through the first deviating points and taking the intersection with O. This &es 
Hel =4.5 mT in this case. 

should be the fourth. Sometimes the third harmonic also shows a signal but this only 

happens because of mixing with the first harmonic if the first harmonic also has a big 

signal because of some remnant DC field. 

Fig. (5.7) shows an example of the fourth harmonic a t  81 K for the detwinned 

YBazCu30s.s sample. This was taken a t  81 K and the field modulation amplitude 

was increased from O to 20 mT. The figure only shows the low field section. The two 

ciirves show- that the signal repeats well whether the aaiiiple was zero-field cooled or 

not to the temperature. The non-zero field cooled data was obtained after similar 

curves were measured at lower temperatures with field modulation amplitude up to 

36 mT. The signal also repeats if we measure while the modulation amplitude is 

decreasing. This independence on history is probably due to the oscillations which 

tend to average out any trapped flux. 

Fig. (5.7) also shows a sudden upturn a t  4.5 mT. Before this the second harmonic 

is O. Above it, it's non-zero. This is what we expect upon entering the mixed state 

so we define that point as Hci. By picking out those points a t  different temperatures, 

we can have the temperature dependence of the lower critical field. Fig. (5.8) shows 
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Figure 5.8: Measured Hci above 75K for the three YBa2C~sOs.e samples of table (5.1). The de- 
magnetization and angle have been corrected for. 

the lociis of those points above 75 K for the three samples of YBa2Cu306.9. Since 

we do not have a good understanding of the shape of the signal above Hci and that 

the shape changes a t  a function of temperature, we pick the points by eye. This 

can certainly be improved but we have not developed a satisfactory procedure yet. 

CVe estimate the relative error of the procedure to be about 10%. Note that the 

estimated demagnetizing effect as been corrected for. Also, above Tc, the fourth 

harrnonic signal is absolutely O. Therefore the excitation current going through the 

piezo does not interact with the field to give a signal. This was expected since the 

excitation current and the field are small. The critical fields are compatible with the 

previous measurements mentioned in the previous section. 

The critical field below 75 K cannot be extracted reliably. As was the case of the 

dHvA effect in Sr2RuO4 this is because of torque interaction. Here we have 

where a is a constant H is the field modulation amplitude, 8, is the angle of the 

orientation of the sample and AB = br. This b is the same as for the dHvA effect and 

is the constant that transforms the torque into and angle. For small A8 this can be 
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written 

r = a~~ [(l + 2 b * ~ ~ )  sin(20.) + 2 h  cos(2B0)] (5.12) 

so that keeping only the first order terms 

where we write T. = aH2 sin(2O0), and used the small angle approximation. Hence 

we have that A r  = r - 7, = 26 tan(2Bo)r0 so that the relative error is 

Tiierefore the relative error gets worse as you go closer to an axis (O0 or 90"). Also 

the signal gets smaller. But that is where the experiment must be done if we want 

to measure the critical field along a particular direction. Since we waut the HcI of 

the plane we need to put the field close to the plane. That is the reason of the angles 

close to 90'. Using H = H sin(wt) in eqn. (5.13) we obtain 

So bccause we have torque interaction we obtain a signal at the fourth harmonic which 

increases as the fourth power of the amplitude of the modulation field (a2b sin(4B0)H4/2). 

Fig. (5.9) present data taken a t  20 K which shows exactly this behavior. If we express 

T in ma, then taking usin(2BJ = 80 mfl/mT, b = 8 x IO-' rad/mn2, H = 20 rnT 

arid 8, = 80" then the amplitude of the fourth harrnonic a t  20 mT due to the TI 

should be 2.2 x 103 mR. This is bigger than what is measured in fig. (5.9) so TI is 

certainly a problem. 

5.5 Problems and solutions 

The technique could be promessing if we can avoid the non-linearities. We described 

in detail the problem due to torque interaction, which is the dominant problem here 

but there could be other causes. Obviously the cantilever will not remain linear when 

to large a force is applied on it. The resistivity will tend to saturate and the pieu, 
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Figure 5.9: Low temperature data showing torque interaction. 

will eventually break. Another problem can be due to the electronic. We assume 

a constant current but it actually varies as the resistance changes. The change in 

current is first order in changes of resistance but it only brings a second order in 

AR/(% + 100 kn) deviation from linearity. At high frequency the effect of the 

nulling capacitor aiso gives distortion. This only occurs if the parasitic capacitance is 

large i. e. if the signal without the nulling capacitor is phase shifted by about 45". In 

this case, around the nulled condition the signal is linear but as soon as the nulling is 

not adequate or the signal ie large enough the signal starts to shift back into the out 

of phase component and this rotation of the signal from one phase to another gives 

the distortion. 

The circuit itself, for example the power amplifier for the coil, can be nonlinear. 

This we have verified to be negligeable for our setup. 

A solution to the torque interaction problem and to most of the other possible 

nonlinearities mentioned above (except the one for the electronics) is to use feedback. 

This is for the same reason as for the dHvA effect. By using a feedback mechanism 

to keep the piezo at an almost constant angle, the piezo nonlinearity, the torque 

interactions, the change in excitation current and the changes in phase due to the 

parasitic capacitance won't cause any trouble since the resistance will barely change. 

Of course we will only gain if the feedback mechanism itself is linear. It is more 

critical in this case than for the dHvA. There even if the feedback mechanism is not 



5: LOWER CRITICAL FIELD 78 

perfectly linear the effect of keeping the angle constant removes the torque interaction. 

A nonlinearity will only stretch the amplitude of oscillations, it will not make them 

sawtooth like again. Here we want to use feedback to prevent nonlinearity in the 

amplitude therefore the feedback should be very linear too if we want to get any 

improvement. As for the dHvA, the feedback could be achieved by using the sample 

as one plate of a capacitor. We pian to try this soon. 



In this thesis we presented the first use of a piezoresistive cantilever a t  miIliKelvin 

temperatures. 

We observed an abrupt and hysteretic change of resistance of the device for fields 

below 10 mT at  temperatures below 1 K which Ive do not understand but we believe 

i t  could be due to a weak localization problem. This prevents the use of the device 

a t  low fields in this temperature range. At higher fields the magnetoresistance varies 

smoothly and is not hysteretic. 

We used the device to measure the de Haas-van Alphen effect on an organic super- 

conductor, K-(BEDT-TTF)&U(NCS)~, and on Sr2Ru04 a compound isostructural to 

the high-Tc La2-,Sr,Cu04. For the organic superconductor we observed a frequency 

of 691 T with an effective mass of 3.64 me at  an angle of 30" in agreement with previ- 

ous experirnents. We also measured the Dingle temperature to be 0.33 K. This starts 

increasing when the field is smaller than 4.8 T which is the upper critical field of this 

material. This increase in scattering due to the superconductivity as been observed 

before in this material and in others. 

We used the dHvA effect as a thermometer to test the effect of high excitation 

currents through the cantilever on the temperature of the sample. This is important 

since the sample sits directly on the cantilever and that a high excitation current is 

needed to have a good sensitivity. To keep the sample as cold as  possible we anchored 

it to the fridge using a copper thermalizing wire attached with silver paint. F'rom the 

dHvA data we observed that this wire kept the sample cold: with an excitation high 

enough to bnng the cantilever temperature above 1 K the sample only shifted from 



100 mK to 150 mK. The observation of dHvA oscillations and the possibility to use 

a relatively large excitation current, hence to have a good sensitivity, demonstrates 

that this device can be used a t  low temperature. 

The data obtained from the Sr2RuOl is consistent with a previous experiment. 

We only observed one of the three Fermi surfaces of this material. The experirnent 

was plagued by a bad thermalization and torque interaction (TI). The TI  made the 

signal sawtooth like instead of sinusoidal. This prevented the accurate calculation 

of the effective mass and Dingle temperature. The observed frequency was 3.06 kT 

with a mass of 3.1 m, and a Dingle temperature of 0.6 K. The TI can be reduced 

hy the use of feedback. The thermalizing problem can probably be soived by using 

a. bigger wire and using a better glue than silver paint. For example, we could use 

silver epoxy which is used reliably in our group to make contacts on YBa2C~30G.9 for 

thermalconductivity measurements a t  low temperature. 

We also used the piezo at higher temperatures (4-100 K) and lower fields (less 

than 40 mT). We used a field modulation technique which improves the sensitivity 

and removes the problem caused by temperature drifts. Using that technique we 

can measure accurately the critical temperature of superconductors, as we showed 

on 1 x 10-~  mm3 of a Nbo.J2Tio.48 wire. We also used the technique to detect the 

lower critical field, Hcl, of a type 11 superconductor. We measured YBa2C~306.9 in 

tliis way and obtained values consistent with previous experirnents. This technique 

yields Hcl directly. The standard techniques require a low field fit and the field a t  

which deviation from this fit occurs yields HcI. Therefore the technique with the 

piezorcsistive cantilever is more straightforward. We must mention that again we 

encountered a problem of torque interaction. This prevented us from measuring Hcl 

below 75K. The solution here, again, is to use feedback. Hopefully that will enable 

this device to very simply and rapidly meaure HcI in YBa2Cu306.9. 



Here we list al1 the conversion factors for the piezoresistive cantilevers we used. Ac- 

cording to fig. (2.3) and Chapter 2 we use L = 75 pm, c = 75 prn and KA = 20 N/m. 

CVe have that Az(A) = $Az(B)  and Ke = $KA = 50 N/m. Also the caiitilever 

sensitivity is AR/&Az(A) = 0.4 ppm/A and we assume & = 2500 0. 

By using that Az = Fz/KA, Fz = T / L ,  a d  that 

for small angles, we can extract dl the values displayed in table (7.1). 

Table 7.1: Table of conversion factors for the piezoresistive cantilevers used in this thesis. To convert 
for example from T to 0 you take the intersection of the row of the from value (7)  and the column 
of the to value (8) and you obtain 8 = 8 x ~ o - ~ T .  Note that the values in mR assume R, = 2500 R, 
and that the Ar is for the tip (point A of fig. (2.3)). To obtain the displacement at point B multiply 
by 0.4. 

Frorn J. to + 
0 (rad) 

Ar (A) 
AR/R,  (ppm) 

AR (rnR) 

r (Nm)  

F: (N) 

O (rad) 

1 

8.0 x  IO-^ 

2.0 x IO-' 

8.0 x 10-~ 

5.33 x 106 
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