
Dynamic Optimization of Job Allocation Using 
Constant Job-Mix Stages and Priority Factors 

Paul Massicotte 

Department of Mechanical Engineering 
McGill University 
Montreal, Canada 

May 1997 

A thesis submitted to the faculty of Graduate Studies 
and Research in partial fulfillment of the requirements 

for the degree of Master of Engineering 

O P. Massicotte, May 1997 



National Library I * m  of Canada 
Bibliothèque nationale 
du Canada 

Acquisitions and Acquisitions et 
Bibliographie Services services bibliographiques 

395 Wellington Street 395. nie Wellington 
Ottawa ON KIA ON4 Ottawa ON K1A ON4 
Canada Canada 

Your & Voire reUrenca 

Our JU Notre rréference 

The author has granted a non- L'auteur a accordé une licence non 
exclusive licence allowing the exclusive permettant à la 
National L h m y  of Canada to Bibliothèque nationale du Canada de 
reproduce, loan, distriibute or sell reproduire, prêter, distribuer ou 
copies of this thesis in microfoq vendre des copies de cette thèse sous 
paper or electronic formats. la forme de microfiche/film, de 

reproduction sur papier ou sur fomat 
électronique. 

The author retains ownership of the L'auteur conserve la propriété du 
copyright in this thesis. Neither the droit d'auteur qui protège cette thèse. 
thesis nor substantid extracts fiom it Ni la thèse ni des extraits substantiels 
may be printed or othewise de celle-ci ne doivent être imprimés 
reproduced without the author' s ou autrement reproduits sans son 
permission. autorisation. 



ABSTRACT 

The dynamic optimization proposed in this work uses a hear programming technique to 

maximize the quantity of job orders processed on the machines at each constant job-& 

stage. Pnority factors guide the sequential allocation of partial and complete setups by 

ranking job/machine combinations in order of processing performance and capacity to 

meet due dates. 

The job allocation is govemed by an algorithm which constitutes the backbone of the 

dispatching software that was developed and used to solve the examples presented in this 

thesis. 

Priority factors offer an effective mean of guiding the selection of setups by ranking 

job/rnachine combinations by processing speed and capacity to meet due times. The 

necessity for prionty factors becomes more important as setup b e s  increase in relation 

with quantities to be manufactured and the processing times. ~Gority factors also guide 

the allocation of partial setups on the machines to speed up job completion. 

The job allocation system has a substantially potential for providing shorter makespan 

than the Shortest Operating Time methodology by increasing machine utilkation. 



Résumé 

La technique d'ordonnancement présentée dans ce rapport fait appel à la programmation 

linéaire pour maximiser les quantités executées sur des machine à chaque stage de mixte 

de travail invariable. Des facteurs de priorité guident l'allocation séquentielle 

d'installations préparatoires partielles ou totales en ordonnant les combinaisons de 

travail/machine par ordre de performance et de capacité a rencontrer les dates prévues de 

production. 

Le logiciel d'ordonnancement qui a permis d'obtenir les résultats aux exemples contenus 

dans cet ouvrage fut développé à parti. d'un algorithme élaboré au cours de cette étude. 

Le système d'allocation des tâches proposé permet de compléter les bons de travail plus 

rapidement que la méthode d'allocation selon les plus courts temps d'opération. PIus les 

temps préparatoires sont importants par rapport aux temps d'opération et des quantités en 

cours, plus il devient important d'utiliser de facteurs de priorité. La préparation partielle 

des tâches permet de raccourcir les temps de production en accélérant le début des 

opérations. 



Statement of Originality and Contribution to Knowledge 

The author of this thesis claims originality for the development of the following concepts: 

The allocation of jobs using time based and processing speed based priority factors 

within constant job-mix stages. 

Partial setups. 

The sequential allocation of jobs within stages. 

The sequential allocation of jobs using priority factors and partial setups maximizes the 

quantity produced at each constant job-mix stage by taking advantage of linear 

programming and dynamic optimization. 
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Chapter 1 

Introduction 

Job aliocation on machine tools is one of the most important and diaicuit production 

scheduling activity affecthg factory performance. Job allocation has implications for the 

utilization of machine toofs, shop efficiency, work-in-process and profitability of the 

operations. The allocation is a complex process as many parameters such as large variety 

ofjobs, operations, suitabiliity and availability of machine tools, setups, irnposed release 

and completion dates, must be taken into account. 

The dynamic opthkation proposed in this work uses linear programming to maiamize the 

quantity ofjob orders processed on the machines at each constant job-mix stage. Pnonty 

factors guide the sequential allocation of partid and complete setups by ranking 

jobhachine combinations in order ofprocessing speed and capacity to meet due dates. 

The development of a dispatching software based on the work on constant job-& stages 

by Natarajan[l] inspired the elaboration of original concepts. Long hours of C language 

a [2] programmùig were rewarded when the author hally discovered, by imposing the 



a principle of sequential allocation of setups and quantities, one avoids the endless cycles of 

setup and machine swapping which occur otherwise. Priority factors were added to 

enable the algorithm to aliocate jobs to the most appropriate jobhachine combinations 

when setup times were large compared to the total processing time ofjob orders. Partial 

setups further reduce the makespan - the total time required to completely process di 

jobs. 

The foUowing sections are organized to inform the reader on job shop scheduhg and to 

demonstrate the utilization and benefits of the job allocation system developed during this 

investigation. 

Chapter 2 presents a critical review of the literature on job shop scheduiing. Numerous 

dispatching heuristics and combinatorial optimization methods innuencing the job 

aliocation on machines are reviewed and criticized. 

Chapter 3 contains an explanation of the concepts involved the job allocation system. 

Jobs are categorized with respect to their status which is updated by the discretization of 

stages and the dynarnic optimization. The computation of priority factors precedes the 

linear prograrnming formulation, the dennition of partial setups and details on the 

mechanism involved in the sequential allocation. 

Chapter 4 elaborates on the data required by the ailocation system and presents an outline 

of the algorithm. The modules necessary to form stages, to compte prionty factors, to 



a formulat e and solve the linear programming equations, to complete the sequential 

allocation are expanded to 15 operational steps. 

The algorithm is applied to a problem in Chapter 5. The cornputation required at each 

step is explained and detailed resuits are tabulated. 

Chapter 6 presents examples of parameters which infIuence dispatching. Detailed 

independent examples are run on the job allocation software to demonstrate the handling 

of setup times, the effect of quantities on priority factors, the enforcement of due dates, 

partial setups and the sequential allocation. 

Chapter 7 compares the results obtained in the example of Chapter 5 to the ones compiled 

0 from Shortest Operating T h e  (SOT) dispatching d e .  The benefits of the new approach 

become apparent by analyzing the machine utilization and hastening of cornpletion tirne. 

The conclusions in Chapter 8 are foilowed by recommendations for further study. 



Chapter 2 

Literature Review 

The Literature proposes numerous heuristics to allocate n jobs on m machines optimally or 

quasi-optimally. Some methods offer pragmatic solutions while others concentrate on the 

theoretical aspect of job allocation. Garey and al. [3] corroborated the computationai 

complexity of the job shop scheduling problem by demonstrating its NP hard nature. 

Many algorithms propose to m i m e  the sum of the completion times, total flow time, 

rnakespan, waiting time or Work In Process (WIP). Others try to maximize the overail 

machine tool utilization. 

The allocation of jobs is often perfoxmed by simple dispatching d e s .  The most 

frequently referred ones include Shortest Processing Time (SPT), Shortest Finish Time 

(SFT), Earliest Release Time (ERT), Earliest Finish Time with Alternative operations 

considered (EFTA), First-In-First-Out (FIFO), Last-In-First-Out (LIFO). 

The solutions proposed by academia has progressed considerably. Muth an Thompson 



[4] created a precedent by publishing their 10x1 0 job-shop problem. It focused the 

attention to a much more complex issue than the single rnac*hine system soived by 

Johnson's d e  [SI. Powell [q used the simplex method to m i .  the toîal operations 

cost by allocating scarce resources to alternative jobs. Linear Programming (LP) made it 

feasible to consider all the possible alternatives but the influence of setup h e s  on 

variable size batches was neglected. Nasr and Elsayed [7] decomposed the job-shop 

scheduling problems in sub-problems and minimized the completion time by mixed 

integer programming. The fact that jobs had to be available at b e  zero limited the 

L 
application of this approach. Kops and Natarajan [8] handled the unsynchronised release 

and completion time of jobs by introducuig a constant job-mix partitionhg scheme based 

on the scheduled flow of jobs. Linear programming was used to maximize the quantity 

produced at each stage. Kops and Natarajan [9] foliowed up on their recommendation in 

there previous paper on constant job-mix stages and incorporated setup time 

consideratiom. Their work deals with setup times which are small compared to the total 

processing time of the jobs. 

Fuzzy logic has also been applied to job allocation. Balazinski and Kops 1101 took 

advantage of the fundamentals of fuizy logic [I l ]  to allocate jobs to the most suitable 

machine. Bugnon and al. applied fuzzy logic to real time control of task allocation [12]- 

The mculties encountered in the search of an appropnate correlation severly Iimits the 

more general and widespread application of fuzzy logic to job ailocation problems. 



Reeves [13] mentioned that a fairiy srnali case involving about 50 jobs solved using a 

Branch-and-Bound (B&B) methodology takes so long to solve that it is not praceicai. 

Hybnd methods using B&B and &ed Integer Linear Programming (MiLP) consume 

even more time. McMahon and Florian 1141 proposed a B&B method that minirnize the 

maximum lateness ofjobs subject to ready tirnes and due dates. The methodology 

proposed a solution at every node to a maximum of 500 nodes. Carlier 1151 applied a 

B&B method to conjunctive graphs and rninimized the makespan of a one-machine 

sequencing problem for up to 10 000 jobs. Carlier and Pinson [16] expanded the one- 

machine problem to the job-shop problem by optimizing the complexity of local 

algorithms. Schedules nearing the optimum were obtained for 50 jobs on 10 machines. 

The adaptive branching rules for B&B proposed by Potts [17] reduced computation time 

a significantly. However rnulti-machine scheduling remained problematic. Balas tackled 

machine sequencing by applying the B&B approach to h d  the mini-maximal path of 

disjunctive graphs [ 1 81. 

Hybrid systems capable of integrating search procedures and dispatching d e s  show 

promising results. Search procedures are implemented for effectiveness and appropriate 

dispatching rules are selected according to their corresponding efficiency. With increasing 

computing power, the effective iterative improvement may become an excellent 

supplement to efficient one-pass heuristics. 



Post-processing of the initial schedule can be performed by algorithms which engender 

techniques such as the shiftuig bottleneck, Tabu Search (TS) and Genetic algorithm (GA). 

Adams, Balas and Zawack introduced the shifting bottleneck [19] procedure that 

performed local reoptimization by repeatedly solWig certain one-machine scheduiing 

problems. Ivens and Labrecht extended the shifting bottleneck procedure to red-Mie 

applications[20]. They proposed some improvements to optimize the one-machine sub- 

problems. 

Glover estabiished Tabu Search (TS) as a strategy for combinatonal manipulations by 

publishing its fundamentals [21] and confirmed its importance by the publication of a 

user's guide on the topic [22]. TS compounds flexible memory structures, strategic 

restrictions and aspiration levels. A tabu list is a "what-not-to-do" List. Laguna and 

Velarde demonstrated the relevance of TS by demonstrating its relevance in just-in-tirne 

scheduling of pardel machines [23], The meta-heuristic local search iterative 

improvement approach developed by Dake and Batta reduced the makespan of the n jobs 

m machines job shop scheduling problem through Active Chain Manipulation 1241. The 

proposed algorithm balanced the efficiency of dispatching d e s  with general effectiveness 

of the solution provided by TS. 

Job shop scheduling should also benefit nom the capacity of genetic algorithrns to 

generate and consider an extremely large sample of possible allocations[25]. 



The concepts unveiled in the scheduling of a single machine with controliable processing 

times and compression costs [26] and the continuou flow models of manufacturing 

systems [27] may influence the market approach to holonic manufachiring[28]. 

Neophytes to the field of job shop scheduling could greatly benefit by reading on the 

mathematical implications of job allocation. The article published by Bjomdal and ai 

1291 summarizes the trends in combinatorid optimization. The study published by 

Lourenco [30] elaborated on the strengths, weaknesses and limits of local search and 

large-step optbkation methods innuencing dispatching The review of job shop 

scheduling techniques completed by Blazewicz et al. [3 1 J and the book on modem 

heuristic techniques by Reeves [32] presented an exhaustive o v e ~ e w  of the field. 



Chapter 3 

Optimization using Constant Job Mix Stages, 

Priority Factors, Partial Setups and Sequential 

Allocation 

This chapter explains the general concepts used by the job allocation algorithm. The 

0 discretization of stages dictates job status and leads to dynamic optimization. Jobs to be 

produced in a stage are dispatched to machines through a combination of manipulations 

involving pnority factors, Linear Programming, sequentid aiiocation heuristic and partial 

setups. Computational requirements are also outlined. 

3.1 Job Status 

& shown on Figure 3.1, every job occupies a succession of three distinct status in the 

aiiocation process. A job order waits until the Dispacher selects it to join a stage. Once a 

job is completely assigned to a single or a number of machines it is considered docated. 



Job Orders 

/ 
Dispatcher - - -  - - - - - -  

Fig 3.1 Job status 

3.2 Discretizing Stages 

Jobs aiIocated r-5 

Jobs being dispatched belong to a constant job mix (CM) stage. Natarajan and Kops[33] 

dehed CJM stages as the time period encompassing a fixed number of jobs. Stages begin 

or end with the arriva1 or completion of jobs. Figure 3.2 graphically represents the 

discretization of stages. 

In the example illustrated in Figure 3.2, stage 1 comprises job A only. It extends fiom the 

&val of job A (tAA) to the arriva1 of job B (tAB)- Stage 2 starts with the two preceding 

jobs and ends with the arrival ofjob C (tAc). Stage 3 has 3 jobs and terminates at the due 

date of job B (tDB). Stage 4 ends with the release of  job C (tm). Stage 5 contains job A 

only. The arrival of job D (tm) causes the beginning of Stage 6. Stage 6 f i s h e s  with job 

A leaWig (to*). The £inal stage of this example contains only job D. 



Job 
Arrival 

Job 
Depwture 

Stages 

Fig 3 -2 Discretization of stages 

The boundaries of a stage are independent of the total number of jobs being dispatched. A 

stage cm ernbody a single as well as an extremely large number of jobs. A stage could 

also contain no job. In such a case, all previous jobs would have been due or completed 

by the end of the preceding stage. And, there would be a delay before another job 

becomes avaiiable. 

Stages arise according to the available (tAj) and due dates (toi) ofjobs. A job starting 

after its t h e  available (t*) or completed before its due date (tQ) will influence neither the 

actuai stage boundaries nor subsequent stages boundaries. 



3.3 Dynamic Optimization 

The discretization into stages transforms the complex job docation probiem into a senes 

of simpler problems that can be optimized dynamicaily [34]. The CJM stages are linked 

to each other such that the resulting state of a stage becomes the input to the subsequent 

stage . 

The allocation performed by the Dispatcher docates jobs on machines at each stage 

through a combination of heuristics and Linear Programming (LP). The previous section 

explained the discretization of stage. The priority factors explained in the next section will 

be incorporated in the LP equations of section 3.5. The distribution ofjobs on machines 

proposed by the LP will be used by the sequential allocation presented in section 3.7 to 

fmalize setups and quantities processed on machines. 

The Dispatcher wiiI docate setups and quantities eom the data shown on Figure 3 -3. The 

discretization in C M  stages yielded the stage start and end time and jobs belonging to the 

List of jobs to be dispatched. The due date is speciIied in the job order and remains 

unchanged. LP and the sequential allocation will rnodfi the quantities, setups and time 

remaining to complete. The start and end tirne of the unavailabiiily of machines contained 

in the maintenance data enters calculations for the time available on each machine. The 

setup and processing time are selected nom the tables on machine data. The Dispatcher 

wili process these data to schedule setups and quantities to produce on the machines. 



Dispatcher 
j ~ j  

Stage i 
( k i  k ~ i )  

(List ofjobs being 

(Schedule of setups 
and quantities 

allo~ated)~ 

Dispatcher 1 JAi 

Stage i +l 
(t~s(i+ I ts~<ii 1)) 

(List of jobs being 
dispatched + time 

j tq Q)(i+i, 
(ism t~~jm)(i+i) 

t~m(i+l) t ~ ~ r n  h m  

tsjm t ~ j m  I * 
I b j  

and quantities 
all~~ated)(i+~, 

Fig 3 -3 Dynamic docation 

It is advantageous to partition the scheduling horizon and solve sub-problems because the 

cornputational effort and tirne required to solve an LP is proportionai to the size of the 

problem. 

3.4 Priority Factors 

The dynamic allocation of jobs on machines starts with the computation of priority factors. 

The processing speed and tirne based priority factor (Cnjw3 combines the influence of the 

time based priority factor (CTji) and the processing speed based priority factor ( c f i ~ ) .  

The tirne based pnority factor (cTji) enforces timely completion ofjobs. The weight of the 

tirne based priority factor (eji) increases as stages get closer to the due date (toj). 



1 
and c q m i = r  Ami r .  C J ~  if jsm t j 2 tSRF = tsjm + 

The processing speed based priority factor (c-) embodies setup tirne considerations. 

The machine must be available (rh-) to process jobs in the stage under consideration. The 

machine must also have the capacity (r-) to produce the job totally or partially. 

It is important to notice that the sequential allocation process may modify the availability 

and the capacity of machines between iterations in a same stage. The infiuence of the 

remaining setup time (ts~im) is proportional to the quantity (Q) being allocated. If the 

existing setup (ism) of a machine does not correspond to the job O), the fùli setup time of 

the job (tsjm) on the machine is used in the computation. Once the machine setup is 

completed, neither of the remaining setup time (tSRjm) nor the quantity (Q) iduence this 

priority factor. 

3.5 Linear Brogramming (LP) Formulation 

The job distribution obtained from LP and the sequential allocation process described in 

section 3.7 are interdependent. The LP proposes the aliotment ofjobs on machines. 



The objective function of the LP aïms at mluamiPng the allocated quantities (xj,) of jobs 

being dispatched in the stage. The LP solver successively aiiocates quantities starhg 

fiom the jobmachine combination with the highest processing perfomance and time based 

priority factor (Cmj*). Jobs already docated will not be part of the LP as their pnority 

factor was set to zero through the sequential allocation heuristic. 

The LP formulation is constrained by the quantities of each job (Q) to aiiocate and the 

tirne available on machines (th-). Jobs can only be alIoted to capable machine (rW = 1) 

and available machines (tA, = 1). The avaiiability and capacity of machines is constantly 

revised by the sequential allocation heuristic. The sum ofquantities (xjmi) alloted of a 

given job may be smaller than the total quantity to produce (Q,) ifthe job is not due by the 

end of the stage; it must be equal to Qi ifit is due by the stage end. The total tirne required 

to process al1 quantities (xi,) docated to a given machine in a stage cannot exceed the 

time available on the machine (th). The sequential ailocation heuristic handles the setup 

tirne portion of the time available. It also performs a partial setup if the time does not 

allow for a complete setup. Of course, quantities (xi,) can never be negative. The LP 

equation is solved using any linear programmuig package. 

Jobs are distributed on machines in accordance with the foilowing generalized LP 

formulation: 



Objective: 

Subject to: 
M 'Qj c rArm rClm x ,mi or for ail jobs being dispatched 

m= 1 = Q, if last stage 

for this job 

The LP formulation evolves through each iteration of a stage. The first iteration of a stage 

covers al1 the jobs being dispatched in the stage. Once a job has been distributed on 

machines, it does not have to be considered by the LP anymore for the stage under 

consideration. Therefore, the number of terms to optimize by the LP will decrease 

iteration by iteration. The computational time wîil also be reduced accordingiy. 

The quantities generated by LP are rounded off to the lower integer for practical reasons. 

Machines produce complete parts. A machine may be alloted a portion of the quantity to 

produce. But, a machine must cornpiete each piece aiiocated ofa given job. 

Integer hear prograrnming was not used because it is slow. It also has a tendency to 

produce sub-optimal local maxima and get caught in its branch and bound process. 

The LP must assume that the setup times and processing times are constant. In redity, it 

a depends on the operator and the machine. The setup time and processing time for labour 



intensive manipulations may decrease as the operator's skilîs improve. The times on 

automated machines may also be infiuenced by the reiiability of the machine for the given 

op eration. Unexp ected breakdowns will unfavorably influence the performance. 

3.6 Partial Setups 

The sequential allocation heuristic performs a partial setup when the tirne available does 

not d o w  to complete the setup. In such a case, the time remaliing for setup may be 

completed in subsequent stages if the dispatcher retains the same machine to process the 

job. 

Sequential Allocation 

The sequential allocation distributes the quantities proposed by LP and schedules setups 

on machines in accordance with the heuristic shown on Figure 3.4. LP and sequential 

allocation interact through common parameters such as the capacity factor (ici,), the 

machine availability (rh-) and time available on machines (tAm-) at every iteration of a 

stage. 

The sequential allocation requires two successive iterations to allocate setups and 

quantities of a job on the machines. Jobs are distibuted one by one, iteration by iteration. 

starting with the job having the earliest due date and ending having the job with the latest 

due date. Except for the first and last iteration of a stage, quantities docated for the job 



for which setups were performed in the previous iteration and the setups for the next job 

to be allocated are saved at each iteration. 

A first iteration is necessary to perform a setup on the machines that were allocated 

quantities of the job under consideration. The capacity of machines that were not 

allocated any quantity of the job being distributed is disabled (r- = O) to elirninate the 

nsk of having quantities of the sarne job allocated to them in subsequent iterations. The 

tirne available on a machine (th-) will be decreased by the setup time that c m  be 

completed. No change wiii be necesary to the availabiIity of a machine ifthe setup was 

completed in a previous stage. If a setup that was stmed in a previous stage can be 

cornpleted, the time available will be decreased accordingly. Ifonly a partial setup can be 

performed, there d l  be no tirne available on the machine and the machine will not have 

the capacity to process any other jobs in this stage. The setup performed are saved at 

each iteration. 

The quantities allocated are saved in the foliowing iteration. The processing time required 

is subtracted fiom the time available (t--) on the machine at the stage. The capacity of the 

machine to process this job will be numed (rcj, = O) as the same job cannot be allocated 

on the same machine twice in the same stage. Aftenvard, the next job to be distributed is 

selected and setups are updated accordingly. 

The first and last iteration of a stage difFer in the following way. Setups will be revised for 

the job with the earliest due date to be distributed but no quantities are allocated in the 



frst iteration because no job had its setup revised previously. The last iteration will 

allocate quantities of the job with the latest due date and will not revise any setups because 

they aII have been considered previously. There will be a maximum of one iteration 

exceeding the total number ofjobs being dispatched in a stage. 

3.8 Cornputer Requirements 

The examples presented in this work were solved by the Job Ailocation Software that was 

developed during this master's degree to reproduce the computations of the Dispatcher. 

The compter code was written in C language and was compiled on a 486 PC compatible 

with 16 megabytes of RAM running at 66 MHz. The software can nin on any PC 386 or 

higher. The sample text files used to input information conceming job orders, machine 

and maintenance data and results are shown in appendix A 



l Calculate Priority 
Factors 

Jobs being dispatched 
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I 
Setups and quantities 

allocated 

Round Quantities to  
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Quantities 

Save Quantities for the 
Job Prepared in 

Previous Iteration 

Select Next Job to be 
Distributed 

Next iteration 
k=k+Z 

Perform Setups 

1 Yes 

Fig 3 -4 Sequential allocation heuristic 



Chapter 4 

The Job Allocation Algorithm 

This chapter outlines the operations executed by the job allocation algorithm. A step by 

step explanation of the system follows the enurneration of the data required. 

4.1 Data Required 

The Dispatcher docates jobs for rnaximizing quantities processed on the machines at each 

stage d e r  accounting for machine availability, processing time and setup tirne. The job 

parameters required for the allocation are shown on Figure 4.1. They comprise an 

available date (tAj), a due date (toj) and a quantity (Q) to be dispatched for each job. 

Machine setup (tsjm) and processing times (tpjm) are provided in a tabular ~OITII as shown in 

Figure 4.2. A processing time (tpj,) set to zero indicates that the machine cannot produce 

the aven job. The system wiIl not ailocate jobs on machines undergoing maintenance. 

Maintenance penods are contained in a List as shown in Figure 4.3. The unavaiiable time 

of a machine m starts at tusm and terminates at t-. 



Fig 4.1 Job order data 

Setup Times Osjm) m 

1 Processing Times (tPjm) 

Fig 4.2 Machine setup and processing tirnes 



Fig 4.3 Machine maintenance data 

4.2 Algorithm Procedure 

The flow chart of the job docation system Uustrated on Figure 4.4 presents the modules 

controiled by the Dispatcher. The operations occuring in each module are explained with 

the help of block diagrarns. 

The job allocation system perfoms its operations in two loops. The primary loop govems 

the formation of stages, operations for the sequential allocation ofjobs within each stage 

and stops when the last stage has been aliocated . The secondary Ioop, cornmonly referred 

to as a nested loop, controls the sequential allocation of jobs within each stage. The total 

number of stages and the number of jobs being dispatched at each stage depends on the 

time and quantiiy specified in job orders. 



1 JOBORDER 1 
Data 

4 Jobs waiting 1 

1 dispatched 

4 
Compute Priority Factors k j E  

1 , 1 MAINTENANCE 
Form & Solve LP for 

Quafltities xj& 1'' Data 

1 (Step 9,lO) 

Sequential Allocation 
(Step 11-15) 

Fig 4.4 Flow chart of the job allocation algorithm 



The seven steps essential to form the next stages under consideration are described on 

Figure 4.5. The dynamic opthkation evolves stage by stage. Consequently, the end time 

of the previous stage becomes the start time of the next. The end time of this stage must 

abide to the definition of constant job mix stages specified in section 3.2. The end time of 

the stage will be the earliest tirne value between: I)the eariiest due t h e  found in the jobs 

being dispached, or 2)  the eariiest due tirne available coming after this stage start time 

from the list of jobs waiting. Waiting jobs having the sarne available time as this stage 

start tirne will be transferred to the List ofjobs being dispatched. The avdability of 

machines varies. Machines undergoing maintenance for the whole stage will not be 

available. Machines for wbich maintenance restricts their time available to a portion of the 

time span covered by the stage will initialiy be considered available. Other machines wiii 

be made fùlly available. The capacity factor of potentiai job-machine combinations is 

enabled at the beginning of a stage. The jobs being dispatched are arranged in increasing 

order of due dates for computational convenience. This set of operations defines the 

boundaries and the jobs of a stage. 

The computation of priority factors is carried out before proceeding with the allocation of 

jobs to machines. The pnority factors are calculated in accordance with the procedure 

established in section 3 -4. 

The secondary loop begins with the LP fomulation. The LP equations created and solved 

at step 9 conform to the general requirements layed down in section 3 -5 .  Quantities are 



rounded off to the iower integer at step 10 to ensure that whole quantities will be 

produced at any given stage independently of the following ones. 

Steps 1 1 to 15 are a detailed breakdown of the sequential docation process shown on 

Figure 3.4. Jobs are distributed consecutively, iteration by iteration. The Dispatcher wiil 

revise the setups of the job with the earliest due date in the first iteration and save its 

distribution in the second one. Also, the following job to be docated wiU have its setups 

revised in the second iteration. Jobs have their setups revised and are distributed to the 

machines by increasing order of due date. The sequential allocation continues untii the 

job with the latest due date has been allocated 

The algorith exits fiom the last stage when aii jobs have been ailocated- 



Step 1 
Set the start t h e  of the stage to the end time of the previous 
stage. Set the start tirne of the stage to O ifit is the fïrst 
stage. 

ksi = t~~(i-1) 

* 

Step 2 
Set the stage end time (tSEi) to the eariiest due time (tJJj) 

(found amongst jobs being dispached. Set to Wty if no 
[jobs are being dispatched. 1 

Step 3 
Find the earliest time above the stage start time(tss9 between 
the t h e  avaiiable (tG) and the due time (tDj) found in the iist 
of jobs waiting and update the stage end time (tS~i) K this 
new value preceeds the stage end t h e  found in step 2. 

Step 4 
Transfer the jobs waiting executable in this stage to the list 

1 of jobs being dispatched. 1 
-- - -- 

s i p  5 
- 

Update the availability factor (rh-) and the tirne available for 
each machine (t&) to account for the machine maintenance 
data 

Step 6 
1 Update the capacility factor (ïcjm) for job-machine 
1 combinations belonging to this stage 

Step 7 
Arrange the list ofjobs being dispatched by increasing order 
of due date (tDj); Kighest ranking assigned to the job due the 

1 earliest. 

Fig 4.5 Job ailocation aigorithm 



Step 8 
1 Calculate the priorïw factors (Cm,) 

I I 
x 
x - + i 

Step 1 1 (Skip iffkst iteration in the stage) 

I 

I 
i 

Save the quantities allocated by the LP for the job which had its setup 
revised in the previous iteration of this stage &).id 

and 
Subtract the time required to process those quantities (xjM x tpjm) fiom the 
time available on each machine (th) 

and 
Subtract the the total quantity allocated from the quantity to dispatch 

Step IO 
Round off quantities (xi,) to lower integer 

and 
Remove the job from the List of jobs being dispacthed if the new quantity 
:quais zero. 

i i i 

Step 9 
Forrn and solve the LP 

i 
i 
1 

Step 12 

i 
I 

i 

I 1 

1 Select the job having its setup revised (j*)), in this iteration. Jobs are 
1 successively mounted on machines starting from the job due the earliest. ( 

Step 13 
Set the capacity factor (rcjm) to O for every capable machine for which the 
LP did not assign any quantities (xjmi) of the job having its setup revised in 
this iteration. 

1 

Fig 4.5 Job allocation algorithm (continued) 



Step 14 
Revise setup on the machines allocated a quantity of the selected job 
r If the setup was already performed in the previous stage 
No change. 

If a new setup must be performed 
- If the tirne avdable on the machine (th) exceeds the setup time 

(tsjm) 
The t h e  available on the machine becomes: 
(t~m.)nnr = (t~mi)old - h j r n  

- Save the setiip 
- Else, perform a partial setup: 

- There is no time available on the machine: (th-),, = O 
The machine availability factor is set to not available: (rhi)"- = O 

- The time required to complete the partial setup becornes: 
(t~R~nÜ)ncw = (tsRjmi)old - (t~mi)old 

- Save the partial setup 
If a partial setup exists 
- If the time avdable on the machine (tm-) exceeds the t h e  required 

to complete the setup (~sQ,,), 
- The tirne available on the machine becomes: 

(thi)lw = (hm-)old - k~jm 
Save the setup 

- Else, perform another partial setup: 
- There is no time available rernaining on the machine: (tAmi)nsar = O 
- The machine availability factor is set to not availabie: (rAM)nnv = O 
- The tirne required to cornplete the partial setup becomes: 

(t~R.~ni)nsar = (hRjn)old - (tAMrn)old 
- Save the partial setup 

I 

Fig 4.5 Job allocation algorithm (continued) 



1 
Next stage 

i = i + l  

No 

AU jobs are docated 

Fig 4.5 Job docation algonthrn (continued) 

The allocation algonthrn exïts fiom the last stage when all jobs have been allocated. 



Chapter 5 

Application of the Algorithm 

The detailed exarnple presented in this chapter demonstrates the concepts outhed in 

Chapter 3 and follows the algorithm presented in Chapter 4. The problem is defined and 

followed by a detailed explmation of the steps involved in allocating jobs for the first 

a stage. The setups and quantities aliocated at each stage are surnrnarized in a table. 

5.1 Problem Definition 

The problem consists in allocating a set of eleven jobs on four machines. Setup times and 

maintenance periods are also considered in the optirnization. A breakdown by constant 

job mix of the job orders contained in the job orders data of Table 5.1 is presented in 

Figure 5.1. The dispatcher wiil not allot any jobs to the machine when they are 

undergoing maintenance at the tirne specified in Table 5.2. Table 5.3 and 5.4 respectively 

contain the setup times and processing times ofjob orders on the machines. 



1 JOB ORDER Data 1 

TabIe 5.2 Maintenance data 

TabIe 5.1 Job order data 

ISetup Times @sim) Processing Times ( t ~ j m )  

1 Job 1 Ml 1 M2 1 ~3 IM4 Job 

Table 5.3 Setup times Table 5.4 Processing times 



Stages l 1 
I 1 ~- I I 
I 1 3 I 

Fig 5.1 Discretization ofjob orders in constant job m k  stages 

The Dispatcher allocates the jobs in accordance with the operations mentioned on the flow a chart of the job allocation algorithm shown on Figure 4.4. The detailed computations 

appear on Figure 4.5. Step 1 to 7 govern the formation of the stage based on the job 

order data The priority factors wiil be computed as outlined at step 8. Every iterative 

Ioop begins with the quantities to aiiocate on machines found nom step 9 and 10. Then, 

these quantities are sequentiaiiy allocated in steps 11 to 15. The exit from the iterative 

loop marks the end of the computation for the first stage and the beginning of the next 

stage. 

The following sections reproduce the computations performed in each module of the job 

allocation algorithm. 



5.2 Formation of the ISt Stage 

Step 1 to 7 of the job docation algorithm guide the selection ofjobs to be dispatched in 

the fÏrst stage tiom the eleven jobs waiting. Initidy, ail jobs are considered as waiting as 

none have yet been considered by the dispatcher. 

step 1 

Set the &art time of the stage to O as it is the fïrst stage. 

tssi = 0 

step 2 

The stage end time is set to Wty as there are no jobs being dispatched yet. 

t ~ ~ l  = 

step 3 

The earliest time available later than the stage start tirne is 480. 

The earliest due time is 960. 

The stage end time found from the jobs being dispatched is 

Hence, set the stage end to 480 

 SE^ 480 

The stage spans ffom O to 480. These values c m  represent any units of time as long as 

they are consistantiy used. 



The executable jobs waiting are transferred to the List of jobs being dispatched. 

Table 5.5 Jobs being dispatched in the ld stage 

1 Jobs being dispatched 1 

step 5 

The availability factors and time available for each machine are computed fkom the 

maintenance data. 

. 
Job 
J1 
52 

Table 5.6 Initial availability factors and 
tirne available in la stage 

step 6 

The capacity factors are updated for al1 the job/machine combinations. 

tAi 
O 
O 

Table 5.7 Initial capacifl factors for stage 1 

toj 
960 
960 

I 

23 
34 



step 7 

The jobs being dispatched remain in the order shown in Table 5.5. 

5.3 Computations of Priority Factors for the lSt Stage 

The priority factors are computed in accordance with the equations introduced in section 

3 -4. 

For exampie, the priority factor for the processing of JI on machine Ml would be 

calculated as foilows: 

where crri 1 = ( t s ~ i  - tss1) / ( tDJ l  - tssi) = (480 - 0) / (960 - 0) = 0,s 

  SR J I  MI = t s  JI MI because the job set on Ml (js MI) is 
not Jl 

hence 

C ~ T J L  MI I = 0,5 x 0,03305 = 0,01652 



step 8 

S d a r  calculations are reproduced for ail the jobfmachine combinations and tabulated. 

Table 5.8 Priority factors of the 1" stage 

( Priority Factors (Cm&) 1 

5.4 LP and the Sequential Allocation of the 1'' Stage 

The iterative loops that performs the sequential docation begin with the LP formulation. 

The LP solver yields quantities which are rounded off before setup and quantities are 

allocated on machines. The loop encornpasses step 9 to 15 and continues until al l  the jobs 

being dispatched have been considered. 

step 9 

The LP equations are formulated and solved. 

M4 
0,023 78 

O 
0.0 1783 

t Job 
J1 
52 
J3 

MAX 0,01652 xjimi + 0,02378 xjid + 0,01848 X j h l  + 0,O 1673 xjm 

+ 0,0292 xjsd + O,O 1783 Xj3m4 

Ml 
0,O 1652 
0,O 1848 

O 

M2 1 M3 
O 

0,O 1673 
0,02920 

O 
O 
O 



Tml) 12,00 xjimi + 20,00xjh1 5 480 

Tm2) 16,00 xjM + 12,OO xj3d 1 4 8 0  

Tm4) 13,20 X j i d  + 23,50 xjsd S 480 

The LP solver proposes quantities to be allocated on machines 

1 1 

Table 5.9 Quantities proposed by the LP solver for the fkst 
iteration of the stage 

step 10 

The quantities are rounded off to the lowest integer 

quantities to be ailocated on machines 



I Job Ml 1 M 2  1 M3 M4 I 

- - -. -- - - - - - 

Table 5.10 Quantities rounded off to the lowest integer 

step l l  

Skipped over because it is the first iteration in thÏs stage 

step 22 

Job 1 d have its setup revised in this fïrst iteration (k=l) because it has the earliest 

due date. 

jR1 = J1 

step 13 

Sening the capacity factor of machine Ml and M3 to zero because no parts were 

assigned for the job having its setup revised. 

1 Capability Factors @cimi) 1 
1 Job 1 Ml 1 M 2  1 M3 1 M4 1 

Table 5.1 1 Modilïed capability factors 
&er LP of the 1" iteration 



step 14 

The operations for a new setup are perfomed to process job 1 on machine 4. Setups 

are revised on M4 only because the LP did not ailocate any quantities to the other 

machines. The setup can be completed and there is some t h e  available remaining to 

process 31. 

(tAM4)ncw = 480 - 180 = 300 

The t h e  available on machines becornes as shown in the foifowing table. The 
availability of machines was not modified in the first iteration. 

Table 5.12 Modined availability factors and 
t h e  available in the lSt stage 

e step 15 

Proceed to the next iteration as setups and quantities have not been docated for aU the 

jobs being dispatched. 

k = l + I = 2  

The second iterative loop begins at step 9 

step 9 

The new set of LP equations incorporates the modifications perfomed in the first 

iteration. 



MAX 0,02378 xjld + 0,01848 X j h l  + 0,0 1673 X j m  + 0,0292 ~ j 3 ~ 2  

+ 0,O 1783 xj,rno 

Tml) 20,OO X j b i  S 480 

Tm2) 16,OO xjw + 12,OO xjid a 480 

Tm4) 13,20 xjlm4 + 23,50 xj3d S 300 

step 10 

The quantities proposed by the LP solver were rounded off to the lowest integer and 

are summarized in the foltowing table. 

Table 5.13 Quaritities of the second iteration rounded off to 
the lowest integer 

Job 
JI 
J2 
J3 

Ml 
O 
24 
O 

M2 
O 
O 

40 

M3 
O 
O 
O 

M4 
22 
O 
O 



The 22 units of job 1 alloted to machine 4 are saved. Job 1 had its setup revised in the 

previous iteration. 

The t h e  required to produce the 22 units is substracted fiom the tirne avaiiable on 

machine 4. 

t A ~ 4 1  =300 - 22 X 13,20=9,6 

The quantity dispatched is subtracted h m  the initiai quantity. 

(QI),, = 23 - 22 = 1 

The jobs remains as a job to be dispatched as there is an extra unit to be produced. 

step 12 

Job 2 wiii have its setup revised in the second iteration 

jR2 = J2 

step 13 

The capacity factor of machine 2 and 3 are set to zero because no parts of the job 

having its setup revised were allocated to them. 

Table 5.14 Modified capability factors 
after LP of the 2nd iteration 



step 14 

Once again, the operations for a new setup are performed. The setup can be cornpleted 

and there is some tirne available remaining to process the job h a h g  its setup being 

revised. 

(tAM&,- = 480 - 240 = 240 

The t h e  available on machines becomes as shown in the foilowing table. The 

availability of machines was not modified in the first iteration. 

Table 5.1 5  Modified availability factors and tirne available 
after the 2nd iteration of the ln stage 

e step 15 

Proceed to the third iteration as setups and quantities have not been docated for ail the 

jobs beuig dispatched. 

k = 2 + 1 = 3  

A third and a fourth iteration will be required to complete the setups and allocate 

quantities on the machines. The third iteration is required to fix the quantity fiom job 2 

docated on machine 1 and setup machine 2 for job 3. The quantity processed ofjob 3 is 

decided during the fourth iteration. 



The foliowing table sumrnarizes the results emerging nom the iterations performed in the 

fïrst stage. 

1 Job 1 SetuplOties 4 

M2 

M.3 

Table 5.16 Job allocation for the 1" stage 

M4 

step 16 

The algonthrn decides whether to move to the next stage or end the job docation once 

ail the jobs being dispatched have been considered 

240 
O 
210 

The algorithm moves to the next stage as some jobs being dispatched and some jobs 

1 

O 
180 

waiting remain to be allocated. 

maintenance 

480 
210 
474 

5.5 Allocations for Each Stage 

180 
470 

The Dispatcher performs the same series of computations until d 1 1 jobs have been 

allocated to machines. The results of all the six stages of this problem are summarized in 

Table 5.17. The onginal results can be found in Appendix A- 

52 
J3 
53 

12 units 
Setup 
22 units 

J1 
J1 

Setup 
22 units 



Stage 1 
0-480 

Stage 3 
720-960 

Stage 4 
960-1200 

Stage 5 
1200- 1920 

Stage 6 
1920-2 160 Machine 

O - 240 
setup J2 

240-480 
12 of J2 

1200-1368 
12 of J7 

1610-1920 
maintenance 

t 920-2 160 
maintenance 

0-2 10 
setup 53 

2 10-474 
22 of J3 

720-762 
setup J5 

762-877 
13 of J5 

960-1 158 
setup J6 

1158-1195 
2 of J6 

1200- 1620 
setup J9 

1620-1831 
44 of J9 

1831-1879 
setup JI I 

1879-1917 
3 ofJl2 

1200-1296 
setup JO 

1296-1 560 
22 of 16 

1560-1626 
setup J8 

1626-1818 
16 of J8 

maintenance maintenance 

480-493 
1 ofJl  

493-595 
setup J4 

595-707 
8 of J4 

maintenance 960- 1200 
partial setup 

36 

1200-1510 
maintenance 
1510-1522 

setup J10 
1522-1705 

13 ofJlO 
1705-171 1 

setup JI 1 
171 1-1898 

I l  ofJ11 

0-180 
setup J1 

180-470 
22 of J l  

maintenance 

Table 5.17 Setup and quantities allocated for the whole problem 



Chapter 6 

Examples of Parameters Affecting Dispatching 

This chapter uses b i e f  exarnples to demonstrate the influence of pnority factors, partial 

setups and the sequential allocation on dispatching. The value of px-iority factors is 

uifluenced by setup times, quantities to produce and t h e  constraints. Partial setups d o w  

a setup to begin even though the time available in the stage is insufficient to complete the 

O preparation. AU the computations foiiow the algorithm presented in chapter 4. 

Job orders data, machine data and maintenance data are input to the job allocation 

software using text files. The optimization is performed at each stage and the setups and 

quantity allocated are saved in a new text file. Samples of those files can be found in 

appendix A. There is no maintenance in any of the exarnples in order to focus on the 

precise concept presented in each section. 



HandIing of Setup Times 

The exarnple shown in this section demonstrates how processing speed based priority 

factors guide the dispatcher in ailocating jobs to the rnost productive machines. This 

pnority factor consists of the normal processing time plus a fiaction of the setup tirne, 

corresponding to the initial setup time, divided by the quantity to be ailocated. Generdy, 

the smaller the quantity to produce the greater the a u e n c e  of setup tïmes on the 

al10 catio n. 

The exarnple deals with the case of four jobs that have to be aiiocated on four machines. 

They have the same time avaiiable and due tirne, the same quantity to be allocated but 

ditferent setup and processing tirnes. One stage is sufficient for the allocation. The job 

orders data and machine data can be found in Appendix A and are sumrnarized in Table 

6-1 and 6-2. 

The results computed by the dispatcher are presented in Table 6.3. The jobs with the 

highest processing speed based pnority factors are shown in bold in al1 three tables. The 

shaded ce11 indicate the machine which offers the quickest processing t h e  for the job 

under consideration. lfjobs are assigned to the machines shown in the shaded celis, the 

syaern would have required about 7.8 % more tirne (1790 rather than 1660 units of time). 

Therefore, handling of setup time through pnority factors yields a significant reduction in 

machine time. 



1 Job Order Data 1 

Table 6.1 Job order data for the handling of setup times 

setup tirnes (hi,) l processing times (tpi,) 
I M l i M 2 1 M 3 I M 4  

Table 6.2 Setup and processing tirnes for the handling of setup times 

Machine 

Table 6.3 Setup and quantities docated for the handling of setup times 

Stage 1 
0-480 

Ml 

M .  

M3 

0-100 setup 53 
100-400 20 of J3 

0-80 setup $4 
80-480 20 ofJ4 

O- 100 setup 52 
100-440 20 of J2 



Effect of Quantities on Priority Factors 

The previous section showed that the algonthrn selects the job machine combination with 

the rnost productive processing performance based priority factors. Processing 

performance based priority factors are aiso iduenced by the quantities to be docated. 

The example will show that priority factors are infiuenced not only by the setup times. 

The quantities to be produced are equally important. The larger the quantities to be 

ailocated, the smaller the influence of setup t h e  on the processing performance based 

priority factors. 

The example demonstrates the docation of four jobs on four machines. The four jobs 

share the same tirne available and due tirne. Setup and processing time Vary. Contrary to 

the previous example, quantities to be allocated Vary between 10 to 30. The job order 

data and machine data can be found in Appendix A and are summarized in Table 6.4 and 

6.5. 

Results were compiled by the dispatching software and are sumrnarized in table 6.6. The 

jobs chosen by the dispatcher are shown in bold in al1 three tables. The shaded cek 

indicate the job machine combination that would have been selected ifall jobs had 20 

units. Allocating jobs to the job-machine combination with the most productive 

performance based priority factor conveyed a 6,O % reduction in total time spent on the 

machines (15 10 units of time were necessaq rather than 1600). This demonstrates that 

considering quantities and not only the setup times when selecting the most productive job 



machine combination improves the machine u t h t i o n  and shortens the total 

manufacturing tirne. 

1 Job Order Data 1 

Table 6.4 Job order data for the effects of quantities 

setup t h e s  (tg,) 
I M 1 h Z l M 3  I M 4  

I ~rocessing; times (tp;,) I 

Table 6.5 Setup and processing times for the effects of quantities 

I I Stage 1 I 
I MI 1 0-50 setup J2 1 

50-450 25 ofJ2 

1 1 MI setup J3 1 60-220 10 of J3 
setup J4 

80-440 20 of J4 

Table 6.6 Setup and quantities allocated for the effects of quantities 

M4 0-120 setup J1 
40-340 3 O of JI 

C 



6.3 Enforcement of Due Dates 

The tirne based priority factors offer a means for handiing the extra constraints imposed by 

the necessity to produce on time. The iduence of this priority factor on a given job 

increases as the stage undergoing dispatching draws near the due time of the job under 

consideration. Consequently, jobs among those being dispatched with the due time will 

see the influence of their processing performance base pnority factor diminished by the 

time based priority factor. Jobs nearing the due date will secure more importance. 

This example wiiJ demonstrate the influence of priority factors by aliocating four jobs on 

four machines. The job order data are shown on Table 6.7. The four jobs have the same 

time available but different due times. Quantities are fixed at 20 units for all four jobs. 

Table 6.8 shows that the setup tirne and the processing t h e  are the same for a particular 

job on any machine and Vary fiom one job to another. The data input into the allocation 

system are shown in Appendk A, 

The Dispatcher achieved a good compromise, ailowing production to be completed on or 

before time, and confining production to a single stage. The chosen jobs are shown in 

bold under the respective machine of Table 6.9. The shaded cells represent the best 

performing job-machine combination. Apart nom the fïrst job that had to be alloaed to 

the machine with the fastest processing tirne, the other jobs were dispatched to the 

machine that could produce the part the earliest without jeopardizing the due tirne of 

others. 



1 Job Order Data 1 

Table 6.7 Job order data for the enforcement of  due dates 

setup tirnes (tsjm) 
I M I I M 2 I M 3 I M 4  

A 

processing times (tp,) 

I M l ) M 2 I M 3 I M 4  

Table 6.8 Setup and processing h e s  for the enforcernent of due dates 

1 Ml 1 0-120 setup $1 
120-480 20 of J l  1 

Machine 
Stage 1 
0-480 

Table 6.9 Setup and Quantities allocated for the enforcement of due dates 

M2 

M3 

M4 

0-100 setupJ2 
100480 20 of J2 

0-80 seîup53 
80-480 20 of J3 

0-60 setup J4 
60-480 20 of J4 



6.4 Partial Setups 

The example will demonstrate that partial setups augment machine utilization. Partial 

setups are performed whenever the required setup cannot be completed within the t h e  

available or withïn the remaining t h e  on the machine at a given stage. As the quantities 

per batches decrease, the nurnber of stages rises and the t h e  span of stages shortens. 

Shorter stages imply that many setups c a ~ o t  be started and completed within the sarne 

stage. Delaying a setup until a stage has enough tirne to fûUy accornmodate would unduly 

lengthens the production. To avoid wasting tirne, the dispatcher optimaüy allocates sehlps 

to the machines with the highest processing speed and t h e  based prionty factor even if 

the setup cannot be completed in a stage. 

a The example consists of the five jobs shown in Table 6.10. AU jobs are avaitable at the 

same time and have the same quantity to manufacture. The first job is due within the fïrst 

stage and has diEerent setup times. The other four jobs must be cornpleted within the 

second stage. These jobs all have the sarne setup time. The machine data are shown in 

Table 6.11. Setups require the same amount of tirne. AU the data generated by the 

software can be found in Appendix A. 

The allocation performed by the Dispatcher is summarized in Table 6.12. The job- 

machine combinations are emphasized in bold characters. Job 1 was set up and 

completed in the first stage. Jobs 2 to 5 had a partial setup up docated to the most 

performing machine in the first stage. allocated. The partial allocations dowed a 39.4% 



saving over a distribution in which setups would have been performed in stages that could 

fblly accommodate them, 

Job Order Data 
Job 1 t~ 1 tq  1 Qi 

# 

TabIe 6.10 Job order data for partial setups 

setup times (tsim) " 

I M l I M 2 I M 3 I M 4  

Table 6.1 1 Setup and processing times for partial setups 

1 1 0-60 setup JI 1 120-270 setup J5 1 
I 

Machine 

1 1 ~artial setuo 52 1 150-390 20 of J2 1 

Stage 1 
0-120 

M2 

Stage 2 
1 

120-480 

Table 6.12 Setup and quantities allocated for partial setups 

60- 220 20 of Jl 
0-120 

M3 

M4 

270470 20 of J5 
120-150 setup 52 

0-120 
partid setup 53 

0-120 
partial setup 54 

120-150 setup 53 
150-41 0 20 of J3 
120-1 50 setup 54 
150-450 20 of J4 



6.5 Sequential Allocation 

The benefits of a sequential allocation of jobs will be dernonstrated through the following 

example. Setups can be added on machines for which the LP allocated quantities. The 

tirne required for the setups was subtracted fiom the time available on the machine and 

another LP was solved. Frequently, the jobs for which setup had been performed, had 

their quantity transferred to another machine by the LP. The setups would be removed 

and added to the new machine to find that they had returned to the original machine after 

solving the following LP. Ali efforts to find a solution were blocked by an idnite loop. 

The three job orders for this example are listed in Table 6.13. Table 6.14 contains the 

machine data. Sequential allocation avoids cychg and leads to the results shown in Table 

6.1 5 .  Machine swapping did not occur. Job 2 was allocated to Ml  and did not revert to 

M3 even though M3 has the same processing t h e .  Similarly, J3 was aiiocated to M3 and 

M4 but did not move back and forth to Ml, althought Ml cm produce every unit of J3 at 

the sarne speed as M3. The input data and the results fiom the dispatching software can 

be found in Appendk A. 

Sequential allocation of quantities allows partial or cornpiete setups to the most suitable 

machines and avoids infinite loops. The job machine combinations are selected through 

pnority factors which rnirror a comrnitment to manufacturing deadlines and efficiency. 



Job Order Data 111 
1 53 1 O 1480 1 10 1 

Table 6.13 lob order data for the sequential allocation 

Set~p times (tsim) 
Ml M2 M3 M4 

JI 40 20 40 40 
, J2 150 180 180 150 

J3 200 180 240 240 . 
Table 6.14 Setup and processing times for the sequential allocation 

Machine 
Ml 

MZ 

Table 6.15 Setup and quantities aiiocated for the sequential allocation 

stage l 
0-120 

M3 

M4 

- -- 

Stage 2 
120-480 

0-220 
partial setup 52 

0-20 setup JI 
20-120 20ofJ l  

120-150 setup 52 
150-250 10 of J2 

0-120 
partial setup 53 

0-120 
partial setup 53 

120-240 setup 53 
240-480 6 of J3 
120-240 setup 53 
240-420 4 of 33 



Chapter 7 

Application of the Job AIlocation System 

This chapter compares the solution generated from the job docation system to the results 

obtained fiom the allocation by Shortest Operating Tirne (SOT). The problem dennition 

precedes both docations and the result analysis. 

7.1 Problem Definition 

The problem consists in allocating the seven jobs shown in table 7. i on four machines. 

Jobs cannot be allotted to the machine 3 that is undergoing maintenance during the tirne 

specsed in Table 7.2. Table 7.3 and 7.4 respectively contain the setup times and 

processing times of job orders on the machines. 

The job order data and maintenance data for both docations are found in Appendix A. 



1 Job Order Data 1 

Table 7- 1 Job order data 

IMaintenance Data 1 

Table 7.2 Maintenance data 

(setup Times (tam) 1 l~rocessin~ Times (tpjm) 

Table 7.3 Setup times 

Job 

JI 
J2 
J3 
J4 

Table 7.4 Processing times 

Ml 

130 

200 
60 

120 

240 
160 

30 1 O 

M3 
30 

M4 
O 

60 80 

O 
120 

O 

90 



7.2 Allocation by the Job Allocation System 

The results generated by the job allocation system are summarized in table 7.5 and are 

reproduced on Figure 7.1. The stages are cleady indicated at the top of the table and the 

figure. 

Stage 1 

O - 200 
setup of J2 

200 - 470 
9 of J2 

0 - 120 
setup of JI 

120 - 340 
10 of Jl 

330 - 450 
partial setup of 

52 
maintenance 

O - 90 
setup of J3 

90 - 378 
4 of J3 

480 - 510 
setup of J4 

510 - 1438 
116 ofJ4 

480 - 570 
setup of J2 

570 - 1370 
28 of J2 

1370 - 1410 
setup of J7 

480 - 960 
maintenance 

960 - 1020 
setup of J4 

1020 - 1100 
8 of J4 

1100 - 2300 
setup of J5 

1300 - 1420 
3 of JS 

480 - 680 
setup of J6 

680 - 1436 
36 of J6 

Stage 3 
1440 - 1920 

Table 7.5 Setup and quantities aliocated by the job allocation system 



7.3 Allocation by Shortest Operating Time 

Figure 7.1 also shows jobs that were allocated to the machine with the shortest operating 

tirne including setup time. The time required to setup and produce each job on each 

machine with a suitable capability is s h o w  in tabie 7.6. Jobs appear in bold under the 

machine on which they were setup. The shaded ceUs indicate the machine with the fastest 

processing time when setup tirnes are neglected. 

Table 7.6 Total processing times. 
Shorttst Operating Times includiag senip time are qmsmkd 
in bold Fastest procesring times are shown in the shaded ceIl. 

7.4 Discussion 

This problem demonstrates the effectiveness of the job docation system over dispatching 

by the Shortest Operating Time rule. 

The SOT methodology, which includes setup t h e ,  aiways docates jobs to the most 

productive machine when t h e  constraints do not require multiple machines to process a 

job. Jobs 1 , 3  and 5 would have respectively required an extra 20,40 and 110 units of 



manufac tu~g time ifthey had been docated to the machine with the fastest processing 

tirne. J6 finishes 58 units of t h e  late when allocated by the SOT technique. 

The job allocation system completed ali jobs before their due date. JI is processed on Ml 

and is completed earlier rather than ifit had been aiiocated to MZ as suggested by the 

SOT technique. J2 started later due to the production of Jl  but finished earlier when 

produced on Ml. J3 was moved to M4 and met its due t h e .  J4 was completed earlier 

because a few units were processed on M4. J6 was completed much before its due time 

by docating 15 to M3 after moving J7 to M2. AU jobs were produced before their 

respective due date and the overall makespan was reduced fkom the 1988 units of time 

required by the SOT methodology to 1692 units. 

Table 7.7 shows that the job distribution performed by the job allocation system yielded a 

better machine utilization than the SOT methodology. The enhanced distribution of jobs 

on machines allowed 56 to be completed before its due date and reduce the makespan by 

296 units of t h e  or 14.9%. The additional tirne spent on setups by the job allocation 

system was largely compensated by a reduction in idle tirne and an increase in the average 

machine utilization fiom 65.5% to 84.4%. The total processing time was similar for both 

cases. The gap between certain stages due to rounding off of quantities did not delay 

production significantly. 



Table 7-7 Machine utiiization 

i 

Job AiIocation Systern SOT with setup included 
MI 
90 

1264 

68.1 

Al1 stages 
Total Setup T h e  
(unit s) 
Total Processing 
Time (unïts) 
Machine 
Utilization (%) 

M 2  
400 

1235 

96.6 

MI 
230 

1198 

84.4 

M2 
240 

1025 

63.6 

M3 
260 

200 

62.8 

M4 
290 

1296 

93-7 

M3 
75 

490 

55.0 

M4 
350 

1158 

75.9 



mm 

2000 
Time 

Allocation according to the Job Allocation System 

Allocation according to the SOT 

Allocation according to the SOT exceeding due date 

Fig 7.1 AUocation according to the job doacation system and SOT 



Chapter 8 

Conclusions and Recommendations for Further 

Study 

8.1 Conclusions 

Job aiiocation on machine tools is one of the most important and difficult task undertaken 

in the production environment. Research on the subject has produced various ways to 

handle the task of job allocation. However these proposed solutions have gained ody 

limited acceptance in the manufacturing sphere. 

The job allocation system presented in this thesis allocate jobs on machines by 

perfomiing the computations of a sturdy algonthm that offers numerous benefits: 

The dynarnic optimization of job allocation using constant job-& stages and pnority 

factors yields substantially shorter makespan than the Shortest Operating Time 

methodology by increasing the machines utilization. 



The discretization of the manufacturing horizon into constant job-mix stages provides 

unvarying conditions on which dynamic optimization can be applied to maxirnize the 

quantity of work performed. 

Pnority factors offer an effective mean of guiding the selection of setups by ranking 

job-machine combinations by processing speed and capacity to meet due times. The 

necessity for priority factors becomes more important as setup times increase in 

relation with quantities to be manufacnired and the processing times. 

The sequential allocation eliminated infinite Ioops created by endless setup swapping 

that occured between machines within a stage. 

The completion of job orders can be speeded up because partial setups d low the 

preparation of jobs to begin even if the time available in a stage is insufncient to 

complete set up on the machines. 

8.2 Recommendations for Further Study 

n i e  benefits of the job allocation scheme presented in this thesis could be enhanced by 

further pursuing research on the optimization technique used within stages, links between 

stages and M e r  compression of the schedule by post-processing. 



A transition zone could be incorporated at the beginning of a stage to eliminate the delays 

resulting fiom the rounding off of quantities. The rounding off of the quantities proposed 

by the by linear programming at each iteration perfomed within each stage speeds 

calculations up and delays the completion of job orders. Rounding off of quantities 

elirninates the need to use unstable integer programming. On the other hand, the fraction 

of a piece which cannot be aliocated in the stage has to be postponed to the following 

one. In an extreme case, the job order may not be completed by its due date. Links 

between stages would be smoother by incorporating a irnplementing a transition zone at 

the beginning of a stage. The remaining fraction of an active job order couid then be 

completed earlier without major impacts on the schedule. 

Partial setups could also be perfomed on idle machines in the preceding stage of the 

arriva1 of a job. This job preemption would also contribute to reduce the makespan. 

Post processing optimization techniques such as Tabu Search or the Shifting Bottleneck 

could be applied to the initial results to M e r  improve machine utilization and shorten 

the makespan. 
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Appendix A 



Job order data and machine data for the example of Chapter 4 

Setup File Data 
Fite Name: sb27i-suf 
Date: 96/11/27 

Total Machine Number = 4 
Machine List: 
A: TL 
B: EL 
C: GR 
D: MM 

Total Job Number = 1 1 
Jobl: O 960 23 0 
Job2 O 960 3 4  O 
Job3: O 960 41 O 
Job4: 480 960 17 O 
Jobs: 720 1200 13 0 
Job6: 960 1920 24 0 
Job7: 960 1920 16 0 
Jobs: 1200 1920 16 O 
Job9: 1200 2160 44 O 
JoblO: 1200 2160 13 O 
Jobll: 1200 2160 15 O 

Setup Time Table: 
420 O 396 180 

Processing Time Table: 
12.00 O 12.80 13.20 
20.00 16.00 18.00 O 

O 12.00 O 23.50 
10.00 6.80 12.00 14.00 
10.00 8.90 9.30 8-10 
19.00 18.50 12.00 20.00 
14-00 O 19.30 19.10 
18-00 O 12.00 13.00 

O 4.80 13.00 O 
21.20 11.75 21.20 14.10 



Maintenance data for the example of Chapter 4 

Machine Unavailability File 
File Name: cb27a.ctg 
Date: 9611 1/27 

Machine Unavailability List: 
3: O 960 O 
4: 960 1510 O 
1: 1610 2160 O 
O: O 0 0  



Results for the example of Chapter 4 

Job Allocation 
Date: 1996/11/27 

Setup File: sb27j .d 
Machine Contingency FiIe: cb27actg 
Job Allocation FiIe: j303aII.jaf 

Machine Job Allocation: 
(M st dt J qty) 
1 O 240 s2 O 
1240480212 
2 0 2 7 0 ~ 3 0  
3210474322 
4 O 180 S I  O 
4 180 470 122 
1480120212 
24807083 19 
4 480 493 1 1 
4 493 595 s4 O 
4 595 707 4 8 
1 720 920 2 10 
2 720 762 s5 O 
2762877513 

11136 119274 
2 960 1 158 s6 O 
2 II58 119562 
3 960 1200 ss6 O 
1 1200 1368 7 12 
2 1200 1620 s9 O 
2 1620 1831 9 44 
2 1831 1879 s l l  O 
2 1879 1917 11 3 
3 1200 1296 s6 O 
3 1296 1560 6 22 
3 1560 1626 s8 O 
3 1626 1818 8 16 
4 1510 1522 s10 O 
4 1522 1705 10 13 
4 1705 1711 s l l  O 
41711 1898 11 11 
2 1920 1932111 



Sample data for handling of setup times 

Setup FiIe Data 
File Narne: s970308a.suf 
Date: 97/03/08 

Total Machine Number = 4 
Machine List: 
A: TL 
B: EL 
C: GR 
D: MM 

Total Job Nurnber = 4 
Jobl: O 480 20 0 
Job2: O 480 20 0 
Job3: O 480 20 0 
Job4: O 480 20 0 

Setup Tirne Table: 
170 120 180 40 
130 130 IO0 160 
100 190 140 180 
200 80 150 60 

Processîng T h e  Table: 
12-00 13.00 10.00 15.00 
16.00 16.00 17-00 15-00 
15-00 12.00 14-00 14.00 
16.00 20.00 18-00 22.00 

Job AHocation 
Date: 1 997/3/8 

Setup FiIe: s970308a.suf 
Machine Contingency FiIe: nuIl-ctg 
Job AlIocation FiIe: j970308ajaf 

Machine Job Allocation: 
m st dt J qty) 
1 O 100 s3 O 
1 100400320 
2 0 8 0 ~ 4 0  
2 80 480 4 20 
3 O IO0 s2 O 
3 IO0440220 
4 0 4 0 s l  O 
4 40 340 1 20 



Sarnple data for the effects of Quantities on Priority Factors 

Setup File Data 
File Name: s970308b.suf 
Date: 97/03/08 

Total Machine Number = 4 
Machine List: 
A: TL 
B: EL 
Cr GR 
D: MM 

Total Job Number = 4 
Jobl: O 480 3 0 0  
Job2: O 480 25 O 
Job3: O 480 10 O 
Job4: O 480 20 0 

Setup Time Table: 
120 90 270 120 
50 180 180 270 
110 60 50 20 
220 270 80 240 

Processing T h e  Table: 
9.00 10.00 4-00 8.00 

Job Allocation 
Date: l997/3/8 

Setup File: s970308b.suf 
Machine Contingency Fiie: nu1l.ctg 
Job Allocation File: j970308b.jaf 

Machine Job Allocation: 
(M st dt J qty) 
1 O 50 s2 O 
1 50 450 2 25 
2 O 60 s3 O 
2 60 220 3 10 
3 0 8 0 ~ 4 0  
3 80 480 4 20 
4 O 120 sl O 
4 120 360 1 30 



Sample data for the enforcement of the due dates 

Setup File Data 
File Narne: sWO3 08c.suf 
Date: 97/03/08 

Total Machine Nurnber = 4 
Machine List: 
A: n, 
B: EL 
C: GR 
D: MM 

Total Job Number = 4 
IobI: O 480 30 0 
Job2: O 480 25 0 
Job:: O 480 10 O 
Job4: O 480 20 O 

Setup Tirne Table: 
120 90 270 120 
IO0 180 180 270 
I I0  60 50 20 
140 200 80 180 

Processing Tirne Table: 
9.00 10.00 4.00 8.00 
16.00 12-00 12.00 8.00 

Job Allocation 
Date: l997/3/8 

Setup File: s970308c.suf 
Machine Contingency File: nuil-ctg 
Job Allocation File: j970308c.jaf 

Machine Job Allocation: 
(M st dt J qty) 
1 O 140 s4 O 
1 140420420 
2 0  1 8 0 ~ 2 0  
2 180 480225 
3 O 50 s3 O 
3 50 230 3 10 
4 O 120 S I  O 
4 120 360 1 30 
4 360 480 ss2 O 



Sample data for partial setups 

Setup File Data 
File Narne: s970308d.suf 
Date: 97/03/08 

Total Machine Number = 4 
Machine List: 
A: TL 
B: EL 
C: GR 
D: MM 

Total Job Number = 4 
Jobl: O 480 30 
Job2 O 480 25 
Job3: O 480 10 
Job4: O 480 20 

Setup T h e  Table: 
120 90 270 120 
100 220 220 270 
110 60 50 20 
140 200 80 180 

Processing T î e  Table: 
9.00 10.00 4.00 8.00 

Job AlIocation 
Date: 1997/3/8 

Setup File: s970308c.suf 
Machine Contingency File: nullxtg 
Job Allocation File: j970308c.jaf 

Machine Job Aliocation: 
(M st dt J qty) 
1 O 140 s4 O 
1 140420420 
2 O I8O s20 
2 180480225 
3 O 50 s3 O 
3 50 230 3 10 
4 O 120 SI O 
4 120 360 1 30 



Sample data for the benefits of a sequential allocation 

Setup File Data 
FiIe Narne: s970309e.suf 
Date: 97/03/09 

Total Machine Number = 4 
Machine List: 
A: TL 
B: EL 
C: GR 
D: MM 

Total Job Number = 3 
Job1: O 120 20 0 
Job2: O 480 10 O 
Job3: O 480 10 0 

Setup Tirne Table: 
40 20 40 40 
150 180 180 150 
200 180 240 240 

Processing Time Table: 
10.00 5-00 10.00 10.00 
10.00 22.00 10.00 30.00 
40.00 60.00 40.00 45.00 

Job Allocation 
Date: l997/3/8 

Setup File: s970308e.suf 
Machine Contingency File: nuIl-ctg 
Job Allocation File: j970308e.jaf 

Machine Job Allocation: 
(M st dt .J qty) 
1 O 50 s2 O 
1 50 450 2 25 
1 450 480 ss4 O 
2 O 60 s3 O 
2602203  10 
2 220 420 s4 O 
2 420 480 4 5 
4 O 120 S I  O 
4 120360 130 
4 360 480 ss2 O 



Job order data and machine data for the example of Chapter 7 

Setup File Data 
FiIe Name: sch7,suf 
Date: 97/05/05 

Total Machine Nurnber = 4 
Machine List: 
A: TL 
B: EL 
C: GR 
D: MM 

Total Job Number = 7 
Jobl: O 1440 10 O 
Job2 O 1440 41 O 
Job3: O 1440 4 O 
Job4: 480 1440 125 O 
Jobs: 480 1920 3 O 
Job6: 480 1920 48 O 
Job7: 480 1920 5 O 

Semp Time Table: 
130 120 O O 
20 240 O O 
60 160 120 90 
30 O 60 80 

O 320 200 150 
180 200 O 200 

O 40 45 O 

Processing Tirne Table: 
2600 2100 30.00 O 
30.00 25.00 O O 
66.00 51.00 60.00 72.00 
8.00 O 10.00 10.00 

O 30.00 40.00 50.00 
40.00 64.00 O 21.00 

O 45.00 42.00 O 



Maintenance data for the example of Chapter 7 

Machine UnavaiIabiIity File 
File Name: cch7.ctg 
Date: 97/04/17 

Machine Unavailability List: 
3: O 960 O 
O: O O O 



Results for the example of Chapter 7 

Job Allocation 
Date: 1997/5/5 

Setup FiIe: sch7.suf 
Machine Contingency File: cch7.ctg 
Job Altocation File: jch7.jaf 

Machine Job Allocation: 
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