
Probing the Parton Evolution in DIS 
at low X ~ J  using Jet Observables 

Michael Riyeline 
Department of Physics, McGill University 

Montreal, Quebec 
December 1998 

A thesis submitted to the Faculty of Graduate Studies and 
Research in partial Mfilment of the requirements of the degree 

of Doctor of Philosophy 



National Library Bibliotheque nationale 
du Canada 

Acquisitions and Acquisitions et 
Bibliographie Services sentices bibliographiques 

The author has granted a non- 
exclusive Licence allowing the 
National Library of Canada to 
reproduce, loan, disîribute or sel1 
copies of this thesis in microfonn, 
paper or electronic formats. 

The author retains ownership of the 
copyright in this thesis. Neither the 
thesis nor substantid extracts fiom it 
may be printed or otherwise 
reproduced without the author' s 
permission. 

L'auteur a accordé une Licence non 
exclusive permettant à la 
Bibliothèque nationale du Canada de 
reproduire, prêter, distribuer ou 
vendre des copies de cette thèse sous 
la forme de microfichefnlm, de 
reproduction sur papier ou sur format 
électronique. 

L'auteur conserve la propriété du 
droit d'auteur qui protège cette thèse. 
Ni la thèse ni des extraits substantiels 
de celle-ci ne doivent être imprimés 
ou autrement reproduits sans son 
autorisation. 



Abstract 

The advent of the ep collider HERA at the DESY research center has opened a wide 
kinematical window for the study of the Deep Inelastic Scattering (DIS) processes 
e+p + e+X. Recent measurements of the structure function Fz of the proton have 
confirmed the fact that the Bjorken scaling which arises from the naive Quark-Parton 
Model is broken in the limit where the scaling variable, x-Bjorken, is small. It also 
revealed that FI qows exponentidy with 2-Bjorken at low x. The standard picture 
of parton evolution, based on the DGLAP equations, reproduces this steep rise if it is 
used with an appropriate set of Fz parametrizations. However these parametrizations 
include "ad- hoc" arsumptions on the non-perturbative behaviour of the structure 
functions and depend on a large set of phenomenological parameters. 
The steep rise can also be reproduced by using a different perturbative treatment 
for the parton evolution. This treatment, based on the BFKL evolution equations, 
differs from the standard DGLAP picture by the lack of ordering in the transverse 
enetgy ci the emitted partons. Unlike DGLAP, the BFKL picture reproduces the 
steep rise of F2 without assuming any particular shape of the structure function in 
the non-perturbative domain. 
In order to gain an insight on parton dynamics in DIS at low x and discriminate be- 
tween these two pictures, jet observables are used as they are expected to be closely 
related to the hard scattering and depend only slightly on the hadronization effects. 
Two jet observables are studied here in more detaiis: the azimuthal correlation be- 
tween the two leadingorder jets and the cross section of the forward jet production. 
The measured cross sections are corrected for detector effects and compared to several 
DIS Monte Car10 models and next-to-leading order simulations over a wide kinematic 
range. The results are evaluated in the light of the BFKL and the DGLAP pic- 
tuns. The expetimental results are cornpared to other models of parton evolution as 
well, like the Colour Dipole Model (CDM), the Linked Dipole Chain (LDC) and the 
resolved photon mode1 in DIS. 



Résumé 

L'arrivée du collisionneur positron-proton HERA au centre de recherche DESY a ou- 
vert de nouveau horizons dans l9Ctude des processus de diffusion inélastique profonde 
(DIP) ef p + eC X ,  Les mesares récentes de la fonction de structure FI du proton ont 
confirmé le fait que l'échelle de Bjorken, conséquence du modèle naif quark-parton, 
est brisée pour les petites valeurs de la variable d'échelle x-Bjorken. Ces expériences 

ont également révélé que F2 croit exponentiellement avec x dans la limite où z est 
petit. Le modèle standard de 1%volution partonique, basé sur les équations DGLAP, 
reproduit cette croissance rapide s'il est employé avec les paramétrisations modernes 
des fonctions de stnict ure. Cependant, ces paramét risations forment des hypothèses 
sur le comportement des fonctions de structure dans les domaines cinématiques qui 
ne sont pas calculables selon la t héone des perturbations et dépendent par coniéquent 

d'un grand nombre de paramètres phénoménologiques. 
On peut également reproduire la croissance "aigue" de F2 en utilisant un autre traite- 
ment perturbatif de l'évolution partonique. Celui-ci, basé sur l'équation d'évolution 
BFKL, differe du modèle standard DGLAP par l'absence d9arrangement dans l'énergie 
transverse des partons émis durant la collision. Contrairement à DGLAP, BFKL 
décrit la croissance de 4 sans faire d'hypothèse sur la forme que cette fonction de 
structure doit adopter dans les domaines non pert urbat ifs. 
Des observables basés sur les "jets" sont utilisés pour explorer la dynamique par- 
tonique dans la région cinématique caractérisée par les petites valeurs de 2. Ces 

observables sont censés décrire de façon précise la dynamique partonique puisque 
les effets de l'hadronisation y sont faibles. Deux observables de jets sont étudiées 
ici: la corrélation entre les deux jets du premier ordre et la production de jets vers 
l'avant. Les sections efficaces sont mesurées pour ces deux observables et comparées 
aux prédictions de différentes simulations après correction des effets du détecteur. Les 
résultats sont discutés à la lumière des différents modèles DGLAP et BFKL. D'autres 
modèies sont pris en considération, comme le Colour Dipole Mode1 (CDM), le Linked 
Dipole Chain (LDC) et le modèle de photon résolu en DIP. 
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Chapter 1 

Introduction 

Particle physics is the science of the basic building blocks and the fundamental inter- 
actions of nature. Considerations of symmetry have helped scientists to describe the 
various forces and particles which have been recorded ail dong the history of science 
in the fiamework of the Standard Model. The goal of this mode1 is to reproduce a 

maximum number of observable phenomena, from the properties of sub-atornic par- 
ticles to cosmologieal considerations, with a reduced number of theoretical predicates 
(describing the most empirical properties with the least number of parameters is the 
general aim of aU sciences). So far, four forces account for all the interactions which 
occur in nature: the gravitationna force, the electromagnetic force, the weak and the 
strong forces. These forces act on the fundamental constituents of matter through a 
gauge field carried by gauge bosons, which are particles of various masses and integer 
spins. The strength of the coupling and the spin of the gauge boson define the inter- 
action. For instance, gravitation is carried by "gravitons" of spin 2 and is the weakest 
of all forces, dthough its macroscopic properties are the most dramatic of all. The 
rest of the particles participating in the interactions and then building all the known 
motter of the universe, at least in the current shape of the Standard Model, have 
h&integer spin and are classified into two groupa: the leptoru and the hadrons. The 
first group is mostly characterized by it s sensitivity towards the electro-weak inter- 
action and its inability to interact through the strong force. Particles like electrons 
and neutrinos are part of this group. The second group, the hadrons, can interact 
through the strong force and are in fact bound dates of fundamental partides c d e d  
quarka. The proton and the neutron are examples of hadrons. Stable hadrons and 
leptons, namcly protons, neutrons and electrons constitute the atom, the building 
block of the long evolution process giving rise to  our familiar environment. 



Of all the interactions listed in the Standard Model, the strong force has the largest 
coupling strength and its description is therefore most chdenging. As a matter of 
fact, the stronger the force, the weaker is Our ability to observe and characterize the 
properties of the partides shating this interaction, as the well-known perturbative 
treatment which helps finding out the amplitude of the interaction mechanism is only 
valid in the limit where the particles can be considered as "free". The strong force is 

carried by the spin 1 gluons, which have the intriguing property of coupling to each 
other through an additional quantum number, the colour charge. Together with the . 

incoming of the theory of colour, the concept of "quark" came out as the fundamen- 
ta1 object taking place in the strong interaction mechanism. The strong force is then 
described through the exchange of coloured gluons between coloured quarks in the 
fiamewotk of Quantum Chromodynamics (QCD). The most fundamental property 
of this theory is that the quarks are never observed as free particles but aiways in 
a bound state. This property, called confinement, is at the basis of d known mod- 
els aiming at describing the behavior of quarks and gluons. However, in the limit 
of large momentum transfer, these particles can be described as "free" and there- 
fore perturbative calculations can be appüed. The quarks and gluons then evolve 
towards the final state hadrons, first through a perturbative mechanism controlled 
by the so-called "evolution equations", then within a phase called "hadronization" 
and which is not calculable through perturbative theory. The first, perturbative part 
of this evolution is the object of this study and will be described in detail in chapter 2. 

The experimental study of the properties of QCD is only achievable through the ob- 
servation of the final state particles, i.e. after the hadronization phase. As this is 

not calculable, one needs models to reproduce it. These models can also implement 
the various perturbative schemes which can be probed, according to a specific set of 
approximations, and an usudy Bven in the form of event generatot of Monte Cm10 
simulation. This will be described in more detail in chaptet 3. 

As the size of the effects which are probed is urtremely small, an optical microscope 
would not be capable of detecting them, even with a very good resolution. Probing 
the parton dynamics of QCD requins very large enetgiea and speeific processes, like 
Deep Inelastic Scattering (DIS), whieh condsts of a high momentum transfer colli- 
sion between a probe, which is often a lepton, and a hadronic target. Deep inelastic 



processes are characterized by two variables, which parametrize the paxton density 
of the proton: the momentum transfer of the collision c d e d  Q2, which is also the 
inverse square of the momentum of the exchanged boson, and the so-caUed "scaling 
variablen, x-Bjorken or xsJ1 ,  which can be seen as the fraction of the momentum 
of the parton participating in the interaction with respect to the momentum of the 
hadron (in the hame where the hadron is moving very fast so that its mass can be 
neglected) . Since the early W s ,  many experiment s investigated t hese DIS processes, 
thereby proving the composite nature of the proton, but none of them could probe 
such a wide phase space window as the HERA accelerator. The ZEUS detector which 
must satisfy the requirements set by the difncult kinematic region to be probed, and 
the HERA accelerator will be described in chapter 4. The event selection, to target 
a specific phase space region, will be described in chapter 5. 

The quarks and gluons are not observable directly in the detectors, as for instance are 

the electrons and the muons. However, their properties can be probed through the 
use of phenomenological objects called jets, defined as collimated streams of particles, 
related to the fundamental constituents which are present during the perturbative 
phase of the collision. These objects will be defined in chapter 6, and two methods to 
use them in order to determine the properties of the parton dynamics at low x wil l  

be presented in chapters 7 and 8. 

'In the tcrt of this work, we WU f o h  the standard notation and tefer to t f i j  rimply as 2 d e s r  
othcrnrirc speciAed 



Chapter 2 

Basics of Perturbative QCD: 
Various Models of Parton 
Evolut ion 

One of the main challenges of the experimental study of the strong interaction the- 
ory, Quantum Chromodynamics (QCD), is to relate the properties of the basic con- 
stituent~ of the theory, the quarks and the gluons, to the properties of the observed 
partides, the hadrons, which are bound states of these fundamental elements. A 
major step towards a global understanding of the evolution of the fundamental par- 
tons towards final state hadrons was the discovery by AltareK and Parisi in 1973 
of asymptotic freedom [l] and the possibility to use the short range interactions to 
apply perturbative calculations to the hadronic system. One of the most important 
phenomenological successes of this theory war the accurate description of the deep 
inelastic scattering of a lepton off a hadron and in particulsr the explanation of the 
breaking of simple Bjorken scaling. A laqe number of experimental tests in fixed 
target as well as collider experiments already confirmed most of the predictions made 
in various kinematic Limits. However the HERA collider, built from 1988 to 1992, can 
now push further down these limita and explore phase space regions which are at the 
boundaries of the range of validity of the standard descriptions of the parton evolu- 
tion mechanism. These new regions, close to the so-called "Regge" limit, can still be 
described in a petturbative way, but with Metent  tools, and with phenomenological 
implications which are expected to differ fiom the standard ones, as wîl l  be explained 
in this chapter. 

The main question of this wotk is whether this new petturbative domain c m  be 



reached within the Limits of HERA and whether the conclusions drawn fiom the mea- 
surement stand firm with respect to non-perturbative physics. 

2.1 Fundamental Properties of the Strong Inter- 
action 

Before entering into the details of QCD and Deep Inelastic Scattering (DIS), we shall 
briefly rcview the fundamental predicates on which the theory is based. Although 
DIS provided the strongest experimental evidence for the existence of quarks and 
gluons, these fundamental constituents were part of the theory of the strong interac- 
tion before, but their interpretation in terms of real particles, rather than theoretical 
concepts and part of the SU(3) theory, was uncertain. Moreover, the main proper- 
ties on which QCD lies, like the concepts of colour and confinement, were inferred 
without a deep understanding of the structure of the hadrons. Today, thanks to 

new experimentd evidence and much theoretical progresss, both in perturbative and 
non-perturbative QCD, the nature of the partons and their evolution into the colour 
singlet states called hadrons is much better understood. On the other hand, the 

unders t anding of confinement, for instance, has not really improved since its in t ro- 
duction in the mid-60's. 

In this section, we will review the concept of confinement, as well as its theoreti- 
cal basis, the notion of colour. Findy, we wiU see how, in spite of that property, 

asymptotic freedom enables theorists to perform perturbative calculations on par- 
tonic mechanisms . 

2.1.1 Hadron Spectroscopy: the Concept of Colour 

The basis of our understanding of the partides involved in strong interactions (the 
hadrons) cornes from the results of hadron spectroscopy. Without any assumption 
about their interna1 structure, the accounting of the observed hadrons suggested a 

classification based on th& m a s  and quantum numbers. This dadicat ion,  known 
as the "eight-fold way" was performed in 1961 independently by Gell-Mann and 
Ne'eman [Z]. The hadrons are divided into two groupa, according to whethet their 



Mesons 1 Baryons 

Table 2.1: List of the light hadrons, mesons and baryons in singlet , octet and decuplet 
groups. The m u s  in GeV/c2 is given in brackets. 

spin (i.e. the "internal" angular momentum of the particle at rest) is an integer 
(the mesons) or half-integer (the baryons). Each one of these groups is subdivided 
into two sub-groups, once again according to the spin of the particles (this is for the 
"light particles", without orbital angular momentum), J P  (where J is the spin and 
P, the parity quantum number of the hadron, noted + or - for P = +1 and -1 
respectively): O-, 1- for the mesons and f +, ;+ for the baryons. The fundamental 
key to interpret this classification is to realize that mesons come as singlet or octet 
in the 0- and 1- gtoups while hadrons are seen as singlet, octet or decuplet (see 
table 2.1 for a listing of the light hadrons). The important point is that 1, 8 and 
10 are dimensional representations of the SU(3) group of three-dimensional unitary 
matrices. This observation has lead Gell-Mann and Zweig [3] in 1964 to suggest the 
idea of a fundamental triplet of SU(3) whieh could explain the formation of ail known 
hadrons, using the foilowing combinat ion rules: 

mesons : qq 3 @ 3 r 1 $ 8  
baryons: q q q = 3 @ 3 @ 3 i 1 $ 8 $ 8 $ 1 0 .  

This fundamental triplet consists of t h m  spin 112 partides: the quarks. These quarks 
come in three flavors up (u), down (d) and strange ( 8 ) .  The puzaling fact is that, 
onlike d other partides they have fiactiond chaxge: a has +il d and r have -f. 
Besides, dthough the sttong interaction H d t o n i a n  obeys natarally the SU(3) sym- 



met ry, the origin of t his symmet ry is unknown and t herefore, the physical meaning of 
its constituents was put to doubt until the early 70's and the first DIS experiments; 
quarks were then merely considered as a mnemonic tool which helped building up the 
various hadronic wave functions. 

The SU(3) theory has however a drawback as it predicts the existence of the Af + and 
a-, made respectively of three u and three s quarks. Considering the quantum num- 
bers of each one of the quarks (spin and flavour) and knowing that these quarks are 
fermions, t his violates the Pauli uncertainty principle which states that two fermions 
can not occupy the same quantum state (in this case two of the u quarks must have 
the same spin and therefore all their quantum numbers are identical). To solve this 
puzzle, Greenberg introduced in 1964, the concept of colour charge and the colour 
wave function [4]. Colour is an additional quantum number carried by the quark. 
There are three basic colours: red (r), green ( g )  and blue (b), corresponding to the 
three colour states in which the quark can be found. To these three colours corre- 
spond three anti colours T ,  9 and 6 which react with the colour states the same way 
as charges react with anti-charges. The vector of the colour exchange mechanism is 
a spin-1 particle: the gluon (which is therefore the vector of the strong interaction, 
sirnilar to the photon in Quantum Electrodynamics, QED). Gluons themselves carry 
a colour charge and can therefore couple to each other, unlike photons in QED. 

An additional assumption arises from the concept of colour: the hadrons observed 
in nature do not carry a colour charge, which comes to Say that the hadron are al- 
ways found in a colour singlet state. This hypothesis leads to the so-cailed colour 
confinement [5] and restricts the number of quark systems to only qq and qqq. From 
this comes the name QCD, Quantum Chromodynamics, that is the part of quantum 
mechanies which studies coloured objects and the mechanisms of colour exchange. 

2.1.2 Confinement and Asymptotic Freedom 

We saw how the hypothesis of confinement of quarks arises from the concept of colour: 
only colour singIet objects can be observed as fiee partides in nature so quarks, which 
are in a colour octet state, can only exist in a confined state, that is as p u t  of a 
combination. This translates into the shape of the potential of the strong interaction: 
in QED, the Coulomb potential deueases as l / r  to infinity (at leading order). By 



contrast, in QCD, the hypothesis that the strength of the interaction rises at large 
distances generates s non-Coulomb potential which rises to infinity at large dis tances. 
The QCD potential c m  be written as [6]: 

Here, a, is the coupling parameter of the strong interaction, which yields the strength 
of the interaction (similat to a, in QED); V ~ ( T )  is the non-Coulomb part of the PO- 

tential. It is assumed that this property of the strong interaction arises from the fact 
that, contrary to QED, the vectors of the interaction, the gluons, are colour charged 
and can therefore couple to each other, increasing the effective coupling strength at 

long distance [5]. 

In this context, no perturbative calculation describing the behavior of quarks and glu- 

ons was possible, as it would require to expand the QCD Lagrangian in series of a,, 
and the magnitude of the coupling term would be such that the series would diverge. 
The real birt h of QCD happened in 1973, with the ciiscovery of asymptotic freedom [1] 
which enabled perturbative calculations to be used to describe the quarks and the 
gluons. This is the property which states that the strength of the interaction (the 
magnitude of the coupling constant) decreases at very short distances (around 0.1 
fm). In this limit, quatks and gluons can be treated as kee particles. Some attempts 
of explanation for this effect exist: one of them deals with the fact that, similarly to 

the electron in QED, polarking the vacuum and creating new electricai charges, the 
gluon creates in the surrounding vacuum new colour charges. The key point is that 
these colour charges couple to each other cteating colour distributions which overlap 
at short distances. In this case the interaction strength is smaller than £rom point 
charges, so that the effective strength tends to zero and the colour charges can be 
considered as kee particles. Anot het explanation considers the relative diamagnetic 
and paramagnetic contributions of the gluons, which couple to the magnetic field of 

the polarized vacuum through their spin [7]. 

2.1.3 Renormalization Group Equation and Running Cou- 
pling Constant 

The two pmperties of confinement and asymptotic keedom reflect themselver in the 
behaviot of the coupling strength of the rttong intetaction potential: a,. They ac- 



t u d y  translate into the fact that a, varies as a function of the scale of the process 
Q (a, is said to "run" with the scale Q). This scale is defined as being the largest 
dimensional parametet of the process, so thst a l l  the dimensionless parameters are 
defined with respect to it. 

This is however not the only type of scale which can be defined in quantum field 
theory: after having applied perturbative expansion to a large order, the perturbative 
series starts to diverge. In other words, at higher order, the series diverges. Because 
of the s m d  wavelength of the particles participating in the interaction in this limit, 
this behavior is called ultra-violet divergence. In order to suppress these divergences, 

a cut-off has to be introduced in the form of a scde cailed the renormalization scale 

p. As p is an arbitrary parameter, any physical process of the process should be 
independent of them. It can be shown (see for instance 171) that the scale dependence 
of a variable enters through the dependence of the coupling constant aa on the scde 
Q. The renormalization goup  equation, which determines the running of the coupling 
constant is a eonsequence of that and ean be rritten as [7]: 

The P(aa) is referred to 
manner. By expanding 

as the "beta" function and can be calculated in a perturbative 
it in pert urbative series, the foilowing equation is ob tained: 

where 60, bl, b2, ... are known terms of the perturbative series (the perturbative 
expansion is commonly expressed as a function of Pi terms with Po = Ido, Pi = 
16fb1, = 64r3b2, ...). If o d y  the first term of this expansion is taken into account, 
the value of aa(Q) can be expressed as a function of a , ( p ) ,  at a fixed reference scale 
(which can be for instance the renormalization scale): 

The coefficient bo is equal to & (11 - in,), were n, is the number of quark Bavours 
in the theory. If nt is srnalet than 17 (which is the case in the SU(3) theury), the 

coefficient bo is positive and therefote a, decnases when Q becomes large and one 
recovus the property of asymptotic fmdom. Should the number of flavours be laiger 



than 17, a, would increase at large Q and QCD would not be an asymptotically fiee 
theory. By contrast , the coupling strength in QED can be expressed as: 

There, the coefficient in the denominator is negative and a,@) grows as Q grows 
and unlike QCD, QED is not an asymptoticdy fiee t heory. 

2.2 DIS: the Success of the DGLAP Equations 

The best laboratory to study the theory of the strong interaction is the proton itself. 
Provided that s m d  enough distances inside the proton can be probed, its funda- 
mental constituents can even be studied. This is the concept behind deep inelastic 
scattering (DIS), whereby a high-energy lepton collides against a hadron target. Pro- 
vided that the momentum of the exchanged boson, Q is larger than the inverse size 
of the hadron, the inner structure of the target can be revealed, and in particular the 
momentum distribution of its constituents. These momentum distributions can be 
parametrized in the form of structure iunctions and compared to theoretical predic- 
t ions. 

The first DIS experiments took place in SLAC (Stanford Linear Acceleratot Center) 
in the late 1960's [a] and revealed a number of discoveries, in particular the invari- 
ance of the structure function of the proton with respect to the momentum transfer 
between the scattered electron and the target proton. This structure function was 

found to be only dependent on the momentum fraction of the struck constituent of 
the proton x .  This %cale invaxiance" was interpreted as an evidence that the scat- 
tering involved point-like particles inside the proton: the partons. In 1969, following 
a modd created by Feynman in 1968 (the parton model [9]), Bjorken and Paschos 
identified the partons with the quarks described in the previous chapter [IO]. 

The breakhg of this scale i n d a n c e ,  &O called "Bjorken scding", at low momentum 
transfcr Q2 was observed in the muon-proton scattering, BCDMS [Il] and NMC [12] 
at CERN and then in ep scattering at HERA. It w a  the first evidence that the simple 
parton model was a crude approximation and that more cornplex diagrams (the NLO 



corrections) had to be considered. 

Several DIS experiments d t e r  the pioneeting SLAC experiment took place in the 
CERN and FNAL institutes. These experiments could probe the structure function 
of the proton over an extended kinematic range, but none of them could match the 
HERA experiment, the wotldld's first ep couder, where the center-of-mass energy of 
around 300 GeV enables to reach new Linernatic ranges and probe new kinematic 
regimes . 

2.2.1 The Quark-Parton Model (QPM) 

Basic DIS Variables 

The simplest and first order Feynman diagram to be considered in the deeply inelastic 
scattering of a lepton off a proton is shown in figure 2.1. There, the incoming lepton 

(of momentum k) exchanges a virtual boson (momentum q) with the taïget hadron 
(momentum p), which disintegates into a number of particles. If k' is the momentum 
of the scattered lepton, p' the total momentum of the proton system after the collision, 
s the square of the total center of mass energy of the collision and t the squared energy 
transfer of the collision, the system is kinematically defined by the set of equations: 

Here E is the energy of the incoming lepton. At leading order, the virtual boson 
scatters off one of the three valence quarks of the proton. In this picture, called 
the Quark-Parton Model, the total cross section of this process can be described by 
two independent variables. B y convenience, Lorentz invariant parameters have been 
chosen: 

2 
Q2 = -P 9 

Two other Mnables are usually introduced: 



If E' is the energy of the outgoing lepton in the rest frame of the proton, v and y c m  

be shown to be respectively the total and relative energy transfer between the lepton 
and the target hadron: 

u = E' - E ,  (2.12) 

Using the Mandelstam variables, one can show that x, y and Q2 are not independent 
but related to the square of the center of mass energy 3 by the relation: 

The important feature of the QPM is that the partons are supposed to act as fret par- 
ticles, without interaction. Besides, if the proton moves very fast in the center of mass 
trame, the transverse momentum of the partons inside the proton can be neglected 
with respect to their longitudinal momentum. In this context, the variable x can be 
shown to be equal to the momentum fraction of proton carried by the struck quark. In 
the experiment, the variables x ,  y and Q2 can be reconstructed from the energies and 
angles of the scattered lepton and the hadronic system. Three reconstruction meth- 
ods exist, which are described in the appendix A: the electron method, which relies 
only on the scat tered electron (positron) information, the Jacquet-Blondel, which 
takes into account only the hadronic energy and average angle and the double angle 
method which combines both and relies on the angles of the scattered lepton and 
the hadronic system. According to the equation 2.8, Q2 is the negative square of the 
momentum transfer and determines the scale of the process. As a matter of tact, the 
resolution power of the photon is given by its wavelength A: the smder  A, the smaller 
is the distance that the photon cm probe d t h i n  the proton. Through Heisenberg 
uncertainty principle, it can be shown through the De Broglie wavelength, that: 

This shows that the larger Q2 is, the srnallcr is the wavelength of 
therefore the larger is the resolution power of the urchanged boson. 

(2.15) 

the photon and 



Figure 2.1: Deep inelostic scattering between the uirtual photon and the proton in the 
Quark Parton Model. 

DIS Cross Section and Structure Function 

The cross section of the DIS process can be shown (for instance in [7] or (131) to 
depend on two terms, one related to the electromagnetic vertex, calculable to d 
orders in Quantum Electrodynamics (QED) and another one, at the proton vertex, 
which can not be fully calculated in perturbative QCD (pQCD). In the case of a 

virtual photon exchange, the cross section can be parametrized the following way ': 

where FI and F2 are two independent structure functions, parametrizing the mo- 
mentum distribution of the partons inside the proton. a is sometimes written as a 

function of a longitudinal structure function, featuring the absorption by the proton 
of a longitudindy polarized virtual photon: FL = F2 - 2zF1. 

FL is often neglected with respect to FI. Indeed it wnishes in the QPM, due to the 
Cdan-Gross relation [Ml (which state that spin 112 quarks cannot absorb longitu- 

If Z ot W* are invo1vd in the pmceu, a tbird ternu appears which takes into account the 
unount of parity violation of the system. 



dinally polarized photons): 
F2 - ZXF~.  

The structure function FI cannot be calculated fiom the first principles, as it receives 
contributions from the longrange, non-perturbative part of the QCD Lagrangian, 
but it can be parametrized as s function of the contributions from the various quark 
flavours : 

where e; i s  the charge of the quark of flavour i and fi is the distribution of probability 
to find the quark i with the rnomentum fraction x .  In the QPM, the partonic cross 

section û can be similarly parametrized and a partonic structure function F2 can be 
defined. The amplitude of the collision: e(k) + q(p , )  -, e(k') + q(p',)  can be computed 
and FZ c m  be derived (see [7, 131): 

p2 = ze:b(z - c), 

where c is the momentum fraction carried by the struck quark. This is conform to 
the idea that the photon coKdes against point like constituents of the proton (of 
fractional charge e,) and therefore, at a given x ,  F2 is independent of Q2, which can 
then be written as: 

&(2, Q2) + Fz(x)- (2.21) 

The measurement of this structure function has been performed on an extended range 
of z and Q2 by several experiments and in particular the ZEUS experiment [15] at 
HERA. The result of the F2 measurement for different bins of z is shown in figure 2.2. 
The trend expected by the Bjorken scaling is seen at high Q2 and high x, where the 
F2 distribution is flat with respect to Q2, in different bins of x .  At lower z, however, 
systematic denations fiom this scaling can be observed. A closer look at the plot 
woufd show tthat the amount of deviation kom the Bjorken scaling is proportional to 

hQ2. The scaling is said to be broken in logarithms of Q2. One can also show that 
in the srnail-x E t ,  F2 follows a power law as a function of z, sach as: F2 - &, 
wheie X - 0.3. This behavior can not be utplained within the limits of the QPM. 



Figure 2.2: Meusurement of the structure function of the proton F2 as a junction of 
Q2 in variow biw of x .  Together with the ZEUS meaaurement an pnsented KI, 
NMC, E665 and BCDMS mecuurements. 



2.2.2 Scaling Violation and Factorizat ion Theorem 

On top of the basic hypotheses of QCD, the QPM makes assumptions on the dynamic 
of the hadron collision, namely the absence of transverse momentum for the partons 
inside the proton and the absence of interactions between these partons. In the QPM, 
the proton is made of three valence quarks (it is said to be completely valence-like). 
This is however only true at high Q2, where the longitudinal momentum of each one 
of the quarks within the proton is mu& larger than their transverse momentum (the 
proton is then said to be moving in the infinite momentum frame), so that their 
interaction can be neglected. At lower Q2 and lower x ,  the quark cm emit a gluon, 
which can in turn change the quark's transverse momentum. The photon can then 
couple directly to the emitted gluon. 

Several additional Feynman diagrams have to be considered to take into account these 

high-order effects. The leading-order diagrams are shown in figure 2.3 and reflect the 
possible modes of coupling between the virtual photon and the partons within the 
proton; the photon can couple directly to the quark before (or after) the gluon e d s -  
sion: this diagam is called QCD Compton or QCDC (by reference to the "QED 
Compton" process where the photon couples to the lepton and is then re-emitted). 
The photon can also couple directly to the incoming gluon, giving rise to a quark- 
antiquark pair, through the Boson Gluon Fusion (BGF) mechanism. These diagrams 
show that a t  low x, the parton which is probed is not a fundamental constituent, 
but it has a structure related to its history (which can start within the proton itself). 
These fluctuations, which form the real history of the probed parton are large at srnail 
x ;  here x cannot tefer any more to the momentum fraction of the original constituent, 
but to that of the propagator involved in the photon coupling. The smaiier x is, the 
larger is the probability that the propagator parton vises kom the fluctuation of an- 
other parton, rather than kom the primordial constituent of the proton). Because Q2 
determines the resolution power of the process (remember that @ is proportional 
to the inverse waveleneh of the virtual photon), as Q2 becomes larger, so does the 
number of partons resulting from these fluctuations which can be observed. Therefore 
the effective density of partons witthin the proton, and hence the magnitude of the 
structure function FI, will rise with the resolution power Q2 at small x. This is the 
intuitive idea behind the concept of scaling violation. 

In order to quantify this effect, the cross sections of each one of these processes, O, 



Figure 2.3: Thne modes of parton-photon coupling ut leadzng order in a,:a) and 6) 
QCD Compton, c)  Boson Gluon Fusion. 

6 

have to be eduated.  But at this point, one faces two problems: first, the structure 
functions of the proton can not be calculated from pQCD, because the partons are 

confined within the proton and part of the observed cross section then cornes from 
long-range, non-calculable processes. On the other hand, the calculation of the par- 
tonic cross section (when considering only the collision between the original parton 
and the virtual photon; for instance 7' + q -+ g + q in the diagram 2.3 a)) leads to log- 

arit hmic divergences. Several techniques exist to get rid of t hese divergencies (see for 
instance [7, 131)) involving the use of cut-off or dimensional regularization (ehanging 
the number of space-tirne dimensions in ordet to regularize the divergent integral). 
These divergences occur when one of the partons of figure 2.3 is either soft (k = O) or 
collinear to its parent parton (kT = O). In both cases the emitted parton has a long 
wavelength (this is why they are referred to as infra-red divergences) and corresponds 
to the long-range physics which has been described in the previous section, namdy 
the processes where a, is large and pQCD calcdations cannot be applied any more. 

The important nsult which has been obtained is that both problems, divergenues of 
the partonic cross section and impossibilîty to derive F2 fiom the hs t  principles, are 



due to the same cause, the failuse of applying perturbative QCD outside the scope of 
asymptotic heedom, that is to Say, outside the limits of short-distance interactions. 
To solve t his puzzle, one introduces a non-calculable ( "bare" ) part on distribution, 
at a certain scde p~ (the "factorization" scale): q ( x ,  p:), which is related to the 
probability of finding a puton  with momentum fiaction x within the proton. This 
distribution is convoluted with the partonic cross section &(+,&), according to the 
factorization formula: 

uors = C q(z, p i )  d + ( x ,  (2.22) 
i 

where i runs over the type of partons (gluons and various quarks flaveurs). The fac- 
torization theorem states that this formula is true for any kind of processes and that 
q ( ~ ,  p i )  is universal, i.e. it does not depend on the type of collision or on the diagram 
which is considered. 

The introduction of the scale p~ enables the solution of the divergencies the following 
way: 

a If the transverse momentum kT of the emitted parton is larger than the fac- 
torization scale p~ (typicdy 1-2 GeV), it is included in the calculation of the 
partonic cross section â. 

0 if kT < p ~ ,  then the parton is "absorbed" into the bare parton distribution. 

In practice, the exact determination of the parton distribution q(z, &) requires the 
integration over a large number of diagrams, which cm be summazized in the gluon 
ladder of figure 2.4. This involves integrations over the transverse momenta b of 
the emitted partons dong the gluon ladder shown in figure 2.4, so that the real par- 

ton distribution is a combination of many distributions depending on the transverse 
momenta of the emitted partons: 

Here f (z , kTr) is the parton distribution unintegrated over the gluon ladder (related 
to the probability to emit a parton with momentum fiaction x and transverse mo- 
mentum &T,n). 

By nquiting the patton emissions to be sttongly ordeted, so that: 

Q2 >g,* B *-• % k& >k&, 



one can reorder the integrals and perform the integration over the n "rungs" of the 
gluon iadder (sec [16]). Only in this case, equation 2.22 can be solved numerically 
whüe the full dependence over each of the transverse momenta of the emitted gluons 
is lost. 

Decreasing k, 

Figure 2.4: Gluon ladder representing the sum of al1 the Feynman diagrams contribut- 
ing to the DIS cross section. The mornento of al1 the gluon rungs a n  written to the 
right of the gluon line. From energy-momentum conservation, we obtain the relation 
X < 2, < < X I .  

2.2.3 The DGLAP Equations and the Leading Log Approx- 
imation 

From equations 2.22 and 2.16, one can in principle obtain an expression for the struc- 
ture function of the proton Fz. But the determination of the exact value of F2 is still 
bound to uncertainties: first , there is a non-perturbative, t hat is a non-calculable, part 
in this expression corresponding to the contributions from the long-distance part of 
the strong interaction to  the total DIS cross section. Then, the expression involves an 
arbitrary scale p ~ ,  which delimits the relative contributions of perturbative and non- 
perturbative physics. Since this scale is not "physical", the total cross section should 



not depend upon it. Findy, as we saw in the previous paragraph, some approxima- 
tions are made which testrict the phase space available for the parton emissions in 
order to enable numericd estimations. 

As in the case of the strong coupling constant a,, whose scale independence require- 
ment lead t o  the renormalization equation, a sirnilar type of equation can be derived 
for the total DIS cross section (for convenience, the logarithmic derivative is taken): 

One can expand this equation: 

And it c m  be rewritten as [7]: 

The term Pij is called the spl'tting function and corresponds to the probability for 

the parton i with momentum aP to branch to  emit the parton j, with a fiactional 
momentum z (smaller than c, in order to conserve energy and momentum). There 
are four types of splitting functions: P,, P,, P, and P,, (see figure 2.5). They can 
be expanded in perturbation series: 

The leading order splitting functions have been derived (for instance in [16]) and are 

given below for the four type of branchings: q qg, g -+ gq and g -, gg and g + qq 



This leads to the famous leading order Dokshitzer-Gribov-Lipatov- Alt arelli-Pansi (or 
DGLAP) equations [17], where only the first order terms of the splitting function are 

taken into account: 

The solution to this equation enables to obtain the parton distribution at any scale 

Figure 2.5: Splitting functions correspondang to the probability, for a parton with 
momentum cP, to splat into 2 partons, one havang a momentum xP and the other 
(C - x ) P .  

Q2, if it is know at a given scde Qi (Qg < Q2). 

The DGLAP equations have an interpretation in terms of probability : by increasing 
the virtuality of the parton i by an amount of lnps, there is a certain probability to 
resolve its parent parton j, carrying a momentum hct ion c (that is f larger momen- 
tum than i )  and with a smallet transverse momentum (set figure 2.6). 

In practice, all these approximations lead to ntain, in the perturbative uponsion of 
the parton density q ( t , & ) ,  only those tems with a leading (a,InQ2)*. Thetefore, 



this method is c d e d  the 'Leadhg Logatithrn Approximation" or LLA(Q2). 

Thus, this picture predicts that each parton evolves independently of al1 the others 
in increasing virtuaiity and decreasing momentum fraction. As we will see in the 
following, these approximations are valid only in a certain kinematic range and one 
of the goals of the present study is to determine this range of vdidity. 

Figure 2.6: Schematic representation of the DGLAP equations in t e r m  of Feynman 
diagram: increasing the virtuaiity of the parton wzth momentum fraction x enables to 
resolve its parent parton udh momentum fraction c. 

2.3 The Low x Region: High Energy Limit and 
BFKL Equat ion 

2.3.1 Non Linear Phenornena: Shadowing and Hot Spots 

In the previous section, the partonic mechanism of DIS has been pictured as an 
independent evolution of a single parton: inside the proton, the parton "on-mass- 
shell" (this means that its invariant mass is equal to its test mus) evolves towards 
the collision and the coupling with the photon by successively emitting daughter 
partons dong a gluon Iadder, losing each time a fiaction of its total momentum. A 
look at the fundamental parameters of the evolution equstion, namely the split ting 
funetions (equations 2.28 to 2.31), shows that at low x ,  singularities appeat: 

The btanchings whieh give rise to a gluon are singdar, leadhg to divergent gluon 
dendties at low z. In [18], Wueiler describes the dynrmic of the low z ptocesses in 



the following terms: UAt very s m d  values of z, the number densities [of partons] 
obtained may become large enough that the quanta overlap spatially, in which case 
one expects scattering and annihilation to occur as well as evolution". In this con- 
text, the approximations which lead to a description of the parton dynamics using 
Linear equations are not valid any more and the gluons can recombine and annihilate 
each other. At some point the gluon density might therefore saturate and evolution 
cannot occur any more. This process is known as shadowing [ la,  191 and leads to a 

fiattening of the structure iunctions at very iow x .  This happens when the transverse 
area occupied by the gluon2 is comparable to the size of a nucleon nR2 (R - 1 fm). 
If the gluon density inside the proton occupies a transverse area of the size of a par- 
ton (R - 0.4 fin), a different scenario is expected, which is called "Hot Spot" [20]. 
However ail these effects should happen for low values of Q2, where the uncettainty 
due to non-perturbative physics is expected to be large and the measurernents of the 
shadowing and Hot Spot might be difficult to perform at HERA. 

2.3.2 Double Leading Log Approximation and Description of 
the Low r Region by the Standard Structure F'unctions 

In the previous section, we saw how, intuitively, the rise of the structure function at 

low x can be understood by taking into account the history of the parton involved 
in the coupling to the photon, that is, in practice, looking at highet ordet Feynman 
diagrams. This leads to a parton distribution which evoives as (a , ln(Q2/Q~))",  where 
Q: is the starting scale, at which the parton disttibution is known. In practice, this 
means that, in the perturbative expansion of the parton density in terms of InQ2 and 
In;, only the terms with a leading h Q 2  are retained, neglecting the terms involving 
Ln; and LnQ21nf. In order to improve the desctiption of the parton densities at low 

x and include the hi tetms in the distribution, another approximation is performed 
when solving the DGLAP equations, which consists in retaining the mort singular 
In; terms, when they are accompanied by InQ2. This corresponds to an additional 
tequitement on top of the strong ordering of equation 2.24: the strong ordering in 
the momentum fraction of the emitted partons: 

a If the photon probes the proton at a sale Q', it can r d v e  a transvcne size of 1/Q and 
therefore, the transverse aiu goa as zg(+, Qa)r/Qa, whete g(z, Q2) is the giuon density inside the 
ptoton 



This method is called the Double Leading Log Approximation (211 (DLLA) as it 
is effectively summing up terms with large logarithms of Q2 accompanied by large 
logarithms of +. It is only valid in the limit x -, O and Q2 -, OC. AS the gluons 
dominate the parton densities within the proton in this low-x region, only the gluon 
distribution is relevant here. It takes the following shape: 

From this equation, we can see that, although they predict a Q2 dependence for F2, 
neither the Leading Logarithm Approximation, nor the DLLA have the kind of sin- 
gular behavior in x - ~  which can be inferred from the data. 

However, the current parametrizations of F2, using both leading and double-leading 

logarithm approximations, manage to describe the data. To achieve this agreement, 
the comrnon procedure is to parametrize the structure function at a starting scale QX 
(this gives the input parametrization, as a function of x )  and t hen evolve it according 
to the DGLAP equations. The most popdar and cornmonly used parametrizations 
use the following methods to reproduce the singular behavior of Fz in the data: 

The CTEQ [22] (Coordinated Theoretical and Experimental Project on QCD) 
and the MRS (231 (Martin-Roberts-Stirling) groups use singular input, of the 
form x - ~  at a large enough Qi: Qi = 2.56 GeV2 for CTEQ and Qi = 4 GeV2 
for the MRS parametrizations. Both parametrizations look like: 

xqi(r, Qi) = A~Z-'(I - z)"~  P(x, i ) .  (2.37) 

Here i is the quark flavour oc gluon. P ( x ,  i) = (1 + c J 2  + R X )  for MRS and 
(1 + T~z")  for CTEQ. The various parameters, Ai, ri, ci, Xi, must satisfy some 

basic requirements like flavout s u m  rules and other momentum sum rdes (see 

for instance [24] for the wuious criteria). The other fiee parameters are derived 
ftom comparison to data a t  LEP or at fixed target experiments. The main 

problems with these methods is the big dependence on the various parameters: 
as the inputs ate singular, a small change in the phenomenological parameters 
might resuit in citamatic discrepancies. 

The GRV (Glück-Reya-Vogt) group [25] uses flat input at very smaü s tu t -  
h g  scale (Q: - 0.3 GeV2): in this picture, the proton is constituted by va- 
lence quarks at low Q2, the gluons and sea quark being generated dynamically 



through the DGLAP equations. The input parametrizations are actually the 
MRS "valence-like" parametrizations (at high Q:) evolved backwards towards 
a smder  scale: 

ZQ~(Z, Qi) = AixLli(l - x)'~ - (2.38) 

Here again, i runs over the type of parton chosen and the various phenorneno- 
logical parameters are derived fiom fits to the data. This method is much less 
sensitive to the value of the input parameters, but it uses pQCD (the DGLAP 
equations) at very s m d  scaies, where non-perturbative effects can be large 
and contributions fiom non-linear phenornena (see previous paragraph) can be 
important. 

In 1994, the ZEUS collaboration measured the F2 of the proton and compared it to 
the various parametrizations 1151. The result of this cornparison is shown in figure 2.7. 
At small Q2, the GRV parametrization lies a little bit above the data points, while 
the MRS and CTEQ distributions describe the data well (at Q2 above their starting 
scales). 
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Figure 2.7: Structure function FI of the proton os a function of x in various Q26hs .  
The indezes "ISR )) and "S VX" (respectiuely "Inîtiol Stat e Radiations" and "Shifled 
Vertez Rum'y refer to specific methoda to o&tain F2 at very 1 0 1  2 and Q2. Together 
uith the ZEUS meusurement ore pnsented the results from NMC, E665, BCDMS and 
SLAC. 



2.3.3 A Perturbative Origin to  the Steep Rise of Fz: the 
BFKL Equation 

In the previous sections, the structure function of the proton was shown to rise at 
fked x ,  as a function of Q2, breaking this way the "Bjorken scaiing" which arose 
from the QPM. This rise can be shown to foîiow a power law: F2 - x - ~  and it can 
be reproduced by a common set of parametrizations, using the standard DGLAP 
evolution picture, either by starting from a singular input at moderate Q2(see pre- 
vious section), or by chosing a flat input at very low Q2. Although both methods 
agtee with the data, they have drawbacks, mainly because they apply perturbative 
calculations in a region where non-perturbative and non-linear effects can be large. 
Moreover, we have seen in the section 2.2.3 that the splitting functions could be ex- 
panded in perturbative series involving terms of ) at high order (in particular the 
two splitting functions Pm and P,). The DGLAP equations neglect those terms in 
In!, if they do not come with a large logarithm of Q2. However, at low z, these 
terms become large and can not be neglected any more and the DLLA might lead to 
missing some of these large logarithms of i, which do not come with a logarithm of Q2. 

We have seen that the LLA solution to the DGLAP equations was obtained by re- 
stricting the calculations to the phase space where the parton emissions were strongly 
ordered in IrT (see equation 2.24), and therefore uses the gluon density xg(x ,  Q2), inte- 
grated over $. In order to indude the leading In! terms in the summation, a different 
technique has been developed, which is expressed as a function of the unintegrated 
gluon density defined as: 

The summation of the leading logarithms of i, taking into account the iuil dependence 
on the kT of the emitted gluons is performed by the BFKL (Balitski-Fadin-Kuraev- 
Lipatov) equation [26]: 

As the equation only involves the unintegrated gluon density, it is no longer necessary 
ta requhe stmng ordering in the puton unissions and the phase space corurttained 



by equation 2.24 can be widened. However, because the equation sums only leading 
ln; terms, a strong ordering on z's is required, s ida r ly  to the DLLA case: 

The BFKL equation is only valid in the high energy limit, where s > -t (using the 
Mandelstam variables 3 and t dehed  in section 2.2.1), that is, at fixed Q2, in the low 

z limit. The derivation of this equation is quite difficult and is beyond the scope of 
the present work. It refers to the fundamentals of Regge theory, which has not been 
discussed here. For a detailed discussion on Regge theory, derivation and treatment 
of the BFKL equstion, the reader can refer to (271. 

The leading order term KLo in equation 2.41 is the kernel of the Leading Order BFKL 
equation. The solution of equation 2.41 involves the determination of the eigenvalues 
of this kernel (it can be shown to be dominated by the largest eigenvalue of KLo [28]). 

The enticing feature of this evolution picture is that the integrated gluon distribution 
which is derived follows a power law as a function of x ,  reproducing the shape of the 
structure function F2 as inferred through the experimental data, without having to 
make assumptions on the input parton distribution or to use pQCD at very low Q2: 

Here, X has been found to be of the form X = %41n2 2 0.5. The rise of the structure 
function is therefore steeper than what is expected from the experimental data (where 
it has been found that FI was rising as zm0m3), but this result relies on numerous ap- 

proximations and is bound to some uncertainties, so that one can hope to improve 
this estirnation. 

First of dl, because of the absence of kT ordering, the parton emissions can diffuse 
in the non-perturbative region whete hadronization uncertainties are large. A eut-off 

kTa h a  to be introduced so that Qo < hTIo < kT. The result of the equation might 
thetefore depend on this eut-off. 

Next the n s d t  given in equation 2.43 has been obtained with a fixed a,. Considering 
a d n g  a, might lead to a dramatic change of the results, aa we just saw that the 
partons emitted might have very s m d  kT and therefore a, caa become vety luge. 



In any case, a running a, is expected to decrease the d u e  of A [29]. 

Unitarity corrections have to be envisaged as the parton distributions are singular for 
x -, O. However considering the running a, might reduce this effect as it is supposed 
to weight the distribution towards the infra-red (non-perturbative) Limit . 

Contrary to DGLAP, the BFKL equation does not require energy and momentum 
conservation at each branching. Irnplementing this requirement could lead to large 
discrepancies, in particular for the hadronic final states distributions (see [3O]). 

Findy, the most important changes to equation 2.43 might a i se  from the next-to- 
leading order (NLO) conections to the BFKL equation. Much work has been done 
to implement them in the BFKL ketnel [31] and the first estimations yield large and 
negative corrections. According to the aut hors, the B FKL equation at next - to-leading 
order would look like: 

leading to the following solution: 

q ( r ,  Q2) -. f ( Q * ) X - ' + " ~ ~  

Here, the exponent of x is - A  + AX - 0.03 [32]. At t h i s  stage, this number is only a 

rough estimate of the expected next-to-leading order corrections effects to the BFKL 
kernel and corresponds to the one-loop corrections only. It does not include eflects 
of the running a, and therefore the value of 0.03 should be considered very carefdy. 
If this is true, this means that the BFKL picture is unable to describe the steep rise 
of F2 and then the whole picture is wrong. However, as these NLO corrections are 
large, one might expect ais0 large NNLO corrections (Next-to-Next-to-Leading Or- 
der), which could be on the other direction [32], increasing the slope of the ptedicted 

F2. In this context, no solid conclusion could be & a m  until one findi s m d  high 
order corrections. 



2.3.4 Attempts to Unify the DGLAP and the BFKL Pictures 

Expanding the split ting function terms 

One of the goals of the description of the parton evolution is to unify both pictures 
DGLAP and BFKL, as they are valid in complementary phase space regions: high x 

and high Q2 for DGLAP, low x for BFKL. The vaiidity range of each one of the model, 
as weli as the kinematic boundaries which limit the use of perturbative calculations 
and linear equations, are shown in figure 2.8. 
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Q~ 
Fi y e  2.8: Validity range for the thne evolution equatioru: LLA(Q2), DLLA and 
LL A (i) . 
To perform such a task, one might think about including in the DGLAP picture the 
higher order t ems  in ln: which appear in the perturbative expansion of the splitting 
fnnctions. The gentrai shape of the splitting function P ( z )  is (sec [7, 241): 



where the negative m t e m s  are finite in the limit z -, O. The various models which 
were part of the previous discussion correspond to the foilowing approximations: 

a n = 1: only leading logarithms of Q2 are retained in the sum. This corresponds 
to the LLA(Q2). 

0 n = 2: this is the so-called next-to-leading logarithm approximation (NLLA), 
where the first terrn in in; is taken into account. 

0 n 3 i , m  = n: this corresponds to the summations of the leading In! terms and 
therefore the LLA(j). This can approximate the result of the BFKL equation. 

a n 2 1, n = n or n = m + 1: it gives the next-to-leading logarithm correction 
to the C sum. It is c d e d  NLLX(i) 

0 n = 1,m = 1: this is the common point between the LLA(i)  and the LLA(Q2) 
and corresponds to the DLLA. 

The summary of these calculations is iilustrated in figure 2.9. 

Figure 2.9: The (n,m) plane defining the diffennt Lin& of summationa, including the 
DGLAP and BFKL picturea. 



Angular ordering and the CCFM equation 

A second attempt to match BFKL and DGLAP evolution pictures has been per- 
formed by the CCFM q o u p  [33] (Ciafaloni-Cat ani-Fiorani-Madesini) . Unlike the 
previous spiit ting function pictare, the CCFM equation deals wit h an unintegrated 
gluon density (like the BFKL equation) and is based upon the idea that partons along 
the gluon ladder shown in figure 2.4 are emitted with an angular ordering, so that, 
if Bi is the angle of the ith emitted parton with respect to the original direction of 

the first gluon emitted in the ladder, > di. The basis of this idea lies in the 
concept of colour coherence (341. The theory of coherent emissions cornes h m  QED: 
the starting point is the observation that a photon emitted from an e+e- pair could 
not resolve the intemal structure of the pair if it is emitted with an angle larger than 
the angle between the two electrons. As a matter of fact, the transverse separation 

between the e+e- can be related to the emission angle of the photon through 116): 

Here AL is the transverse wavelengt h of the emit ted photon. Therefore, if 8,, » O,+ .- , 
the wavelength of the photon is larger than the distance separating the electron- 
positron pair and the photon can not resolve each individual charge. It only resolves 
the total electric charge of the pair, which is zero in this case. 

Similarly in QCD, the gluon emitted at large angle by a quark-antiquark pair can not 
resolve the internai structure of any one of the quarks or act as if it were emitted by 

the parent gluon (see figure 2.10). From this property follows that one can approici- 
mate the sequential emissions of partons dong the gluon ladder as being ordered in 
angle. As the emission angle of the gluon is related to its energy E and transverse 
momentum kT through û = 9, the partons emitted in the high energy limit or at 
small x, where E > kr c m  be ordered in angle without being ordend in kT, so the 

effects of the BFKL evolution can be approximated. At moderate x and Q2, ordering 
in kT is again irnpiied and the ~ s u l t  of the evolution should match the predictions 
based on the DGLAP cquations. 

Some work is cutrently made to match the CCFM predictions to the utperimental 
data, but it has been found that the calculations are very much dependent on high 
otdes corrections, leading to large uncertainties in the description of the structure 
function of the proton [35, 361. 



Figure 2.10: Schematic representation of angular ordering in a QCD cascade due to 
colour coherence. The condition of colour cohennce 2s: el < e3 and d2 < e3. 

2.4 Experimental Evidences for a BFKL-like Evo- 
lut ion Pict ure 

The main purpose of the current study is to evaluate the validity range of the various 
pictures discussed above and in particular discriminate between the DGLAP and the 
BFKL evolution schemes. Since the early go's, a great deal of work has been per- 
formed, especidy at the ep collider HERA, to probe the low-z kinematic range with 
various observables. 

We have seen that the structure function evolved with the DGLAP equations man- 
aged to reproduce quite well the steep rise of Fz observed at HERA and in various 
fixed target experiments. To do that, the various parametrizations have to take into 
account the non-perturbative contributions to the structure functions F2 either by 
chosing singular inputs to the DGLAP equations, or by starting the evolution mech- 
ankm at very low Q2. It has then been concluded (for instance in [37]) that Fz is too 
inclusive a quantity to be sensitive to the perturbative mechanisms which control the 

parton evolution. In order to probe the latter, it might be more suitable to use more 
exclusive quantities like the ones constructed irom the hadronic final states, that is 
the hadronic outcome of the ep collision (fatther det ails on the definition of "hadronic 
final staten wilI be provided in chapter 6). 

The stvting point of ail analyses aiming at determinhg the validity range of the 
various evolution pictures in DIS is the difference in the strong ordering requirements 
between the different evolution equations and in paxticdu the absence of strong 
kr ordering in the BFKL and CCFM pictures. Another important featw of the 



BFKLICCFM pictures is the steep rise of the gluon density at srnall z, which rnakes 
this kinematic region very sensitive to the parton evolution scheme. 

The main quantities used up to now to probe the partonic mechanisms at s m d  x 

are the transverse energy flow in the Hadronic Center of M a s  (HCM) distribution, 
the transverse momentum p~ spectrum of charged particles, the forward ro meson 
production, the forward jet cross sections and the angular correlations between lead- 
ing order jets in the HCM3. .4lthough ail these measurernents can provide geater 
insight on smd-x physics, they are bound to the same uncertainty as FI, namely 
the hadronisation and non-perturbative effects, although it is hoped that these are 
reduced in the case of hadronic final states. 

2.4.1 Transverse Energy Flow in DIS 

The first relevant observable to have been studied and measured at HERA is the 
transverse energy flow in the central rapidity region of the hadronic center of mass 
fiame '. The studies have been performed mainly by the Durham group and explicit 
calculations were provided for cornparison with the experimental data (391. The idea 
is that in the BFKL picture, a larger amount of transverse energy than in the DGLAP 
scheme is expected in the region between the leading order partons (quark box in fig- 
ure 2.4) and the proton remnant, which correspond to the central rapidity region in 
the HCM. The calculations have been performed for x < IOw3 and have yielded a 
ET distribution exhibiting a fairly flat plateau in rapidity with ET R 2 GeV per unit 
of rapidity. The same calculations performed with the DGLAP equations lead to a 
much s m d e r  arnount of transverse energy in the rapidity plateau (ET < 0.5 GeV per 
unit rapidity ). 

The transverse energy fiow was first measured by the Hl collaboration in [40] using 
the 1993 data of the HERA ep collider (centex of m a s  energy: fi = 296 GeV). The 
low-x range was probed by this andysis: 5 c Q2 < 100 GeV2 and IO-' < x < IO-*, 
and the quantity $2 was estimated in various bins of z and Q2. A second measure- 

a In the foiiowing introduction, we rül concenttate on rnurutements peïfonned at HERA and 
we won't spealc about other attemptr, liLc the one pedormed by the DO coihbotation rt Tevatton, 
to study the production of a pair of jets at iarge rapidity interd 1381 ' The rapidity ir a longitudinaliy Lorentr invariant measore of the polm ande. in piactice, the 
prcudorapidity q is used in the mtaatuement. This quantity wiii be ddincd in ehapter 4. 



ment by the ZEUS collaboration [41] used the 1994 data sample of HERA with en- 
hanced statistics and probed a similar kinematic range: Q2 > 10 GeV2 and x < <OM3. 
Both measurements found trends which were compatible with a BFKL-like dynamics, 
namely an enhanced amount of transverse energy in the central region of rapidity in 
the HCM. 

However there were large uncert ainties with these results, rnostly due to the hadroniza- 
tion effects: the data which is collected in the ZEUS and Hl  detectors is made of stable 
hadrons, which live long enough to reach the main component of the detectors. At 
this stage, the long-range physics contributes significantly to the measured effect and 
the pert urbative calculations, performed in the lirnit of short-range physics must be 
corrected for all the non-perturbative phenornena which enter into the physics pro- 
cess. As these effects are not calculable, one is bound to use models to estimate 
them. These simulations, called Monte Carlo models because they use random num- 
bers in the process of event generation, will be discussed in details in the next chapter. 
In the transverse energy flow analysis, the DGLAP-based generator LEPTO (421 and 
the BFKL-like model ARIADNE [43] were used to estimate the "hadron level" energy 
flow. The non-perturbative effects included in the Monte Carlo model can be tuned 
and the transverse energy flow was found to be very sensitive to one of LEPTO's soft 
effect: the Soft Colour Interaction (SCI) (this effect will be discussed in some details 
in the next chapter). By varying the amount of SCI, the LEPTO model was able to 
reproduce the transverse energy flow in the central rapidity region (see (441). The key 
point is that 6040% of the energy flow predicted by this model is produced during 
the hadronization phase. By contrat, in a BFKL-like model like ARIADNE, only 
30-40% of the energy flow is produced during the hadronization phase. The puton 
level predictions, based on pure BFKL calculations lie, significantly above both mod- 
els predictions. 

The measurement of the transverse energy flow is therefore unable to distinguish 
between the DGLAP and the BFKL pictures. Similarly to the F2 case, the non- 
perturbative contributions to  this ptocess are too large to draw a conclusion. One 
might then think that the Monte Carlo models can be used to correct the data to 
the paxton level, and then compare them dinctly with the analyticd cakulations. 
Untortunately, these corrections vary considerably from one model to  another and 
the systematic errots which arise fiom the model dependence are too large to allow a 



statement . 

2.4.2 Charged Particle Spectrum 

Since the contribution from the non-perturbative phenomena is larger than the pre- 
dicted effects of the perturbative evolution in the transverse energy flow andysis, 
some attempts have been performed to define observables which are less sensitive to 
hadronization. 

In 1995, M.Kuhlen suggested the study of the hard tail of the transverse momenturn 
PT spectrum of the charged partides, as a way to discriminate between DGLAP and 
BFKL pictures [45] (in this context, the term "hard" refers to the large transverse 
momentum contributions which are supposed to arise from the perturbative part of 

the process). The measurement of the p~ spectrum of single particles, instead of the 
global transverse energy flow of an event, is expected to be closely related to the 
parton cascade process, which takes place before hadronization. In a scenario where 
this parton cascade is unordered in transverse momenturn, more high p~ particles 
should be produced than in the DGLAP scheme, where the kï-ordering suppresses 
this type of particles. The difference with the previous andysis is that in this case, 
the expected excess of high pr particles is less likely to corne from non-perturbative 
effects as these ones happen rnainly at low p ï  (the low transverse momentum contri- 
butions arising fiom non-perturbative processes are cailed "soft" effects). 

The Hl collaboration measured this hard pr tail in [46] using the 1994 data for 
5 < Q2 < 50 GeV2 and several x bins from z = 0.0021 to x = 0.00016. The 
chatged partides were measured in the forward tracking chamber and were required 
to originate fiom the primary vertex. The result of this measurement is shown in 
figure 2.11. The two models LEPTO and HERWIG refer to DGLAP-based simula- 
tion, while ARIADNE is a mode1 which incorporates a non-otdered parton shower 
(set nurt chapter). While the data agree with all the models (DGLAP and BFKL) 
at high x ,  the DGLAP-based models exhibit a 5oftern p~ spectrum at low z, and 
ARIADNE, which dots not requin a sttong ordering in the parton emissions agrees 
faizly well with the data in each z bin. These promising nsults have yet to wait for 
accurate theoretical calculations as input to the simulations. 



2.4.3 Forward Pion Production 

An alternative measurement to the forward jet cross section has been recently sug- 

gested and periormed by the Hl collaboration: the study of forward going pions [47]. 
The basis of this measurement is the same than for the forwatd jet analysis: the most 
forward parton emitted in the gluon ladder displayed in figure 2.4 is followed through 
the entire evolution process and can be found as a single pion in the detector. The 
t heoretical predictions for this anaiysis have been performed by the Durham group 
and c m  be found in [48]. 

The Hl analysis measured r0 in the dominant channel: ro + 77 and within the 
polar angle: 5 O  c 8, < 25". They wexe required to have an energy E, > 8 GeV 
and transverse energy ET,= > 1 GeV. The pion production rate as measured in the 
Hl detector was much larger than the predictions based on the DGLAP equations. 
As a complementary check, forward charged particles were also measured, using the 
forward tracker of the Hl detector and the results were found to be in good agreement 
wit h the *O production. 

2.4.4 Forward Jets and Angular Correlation between Jets 

A second class of study focuses on the observation of a single parton, emitted at the 
bottom of the gluon laddet shown in figure 2.4. This type of anaiysis, suggested by 
Mueller in the early 90's [49], is based on the idea that, due to the combined require- 
ments of strong ordering in kT and ordering in x i  (see figure 2.4 for the description 
of the variables), the cross section for a parton emitted at large zi and large trans- 
verse momentum should be suppressed in the DGLAP-scheme, while it should be 
enhanced in the BFKL and CCFM pictures. In practice, obtaining large zi partons 
mesns studying forward going jets, so the objects studied lie in the forward region of 
the detector. 

Alternatively, one can study the angulat correlation between the two partons at  the 
top of the gluon Iadder (see figure 2.4): if the subsequent parton emissions yield a 

i m d  overall transverse energy, the two jets should be strongly back-to-back corre- 
lated in the hadronic centu of m a s  kame. If the amount of transverse energy is large, 
like in the BFKLICCFM pictures, then they must lose this back-to-back comlation. 



As these two studies f o m  the cote of the present work, they wiU be described in more 
detail in chapter 6 and are not developed here. 

2.5 From Theory to Experiment 

In this chapter, we saw how the various models of parton evolution are supposed 
to describe the experimental data and in péuticular the behavior of the structure 
function of the proton FI, within a set of approximations which are valid in some 
part of the kinematical domain: high x ,  high Q2 for DGLAP, low z and moderate Q2 
for BFKL, both high and low x in the CCFM picture. Some experimental methods to 
discriminate between the various models have also been discussed and two of them will 

be studied more extensively lster (chapters 7 and 8). Unfortunately, in most analyses 
and in particular in most QCD studies, the sole understanding of the perturbative 
theory is not suffiuent to interpret the data. To achieve such an understanding, a more 
global picture, which also include the effects of hadronization, has to be considered. 
Such a picture is avalaible in the Monte Carlo simulation which is both an extension 
of the theory as it includes the results of the perturbative calculations as weU as a 
mode1 for the non-perturbative phase, and an experimental tool, as it is supposed to 
picture the distribution of particles as seen in the detector and can implement the 
response kom the various detector components. The description of the various Monte 
Carlo models and in particultu the implementation of the different models of parton 
evolution is discussed in the next chapter. 



Figure 2.11: Tmwverse momentum distribution for single charged particles in vaRow 
bina of 2 and Q2.  The dota a n  compared to two DGLA P-based modelc (CEPTO and 
HERWIG) und to ARIADNE, which does not implement atrong kT ordering for the 
porton emàssions. We inner e m r  bars ore the statâatical e m r s  while the outet e r o r  
bars reprisent the systematic uncertaintics. 



Chapter 3 

Event generators and Detector 
Simulation 

The predictions provided by the various evolution pictures presented in the previous 
chapter are very useful fiom a theoretical side to understand the underlying parton 
dynarnics, but they are very hard to compare to the data extracted fiom the ep col- 

lision at HERA. First, the data seen by the detector is made of hadrons and the 
t heoretical calculations are mostly based on parton-level models (i.e. DGL AP and 
BFKL equations). The necessary step of hadronization is not analytically calculable 
and the uncertainty that it adds to the interpretation has to be taken into account. 
Moreover the theory does not take into consideration ali the detector effects which 
can alter the results and generate additional uncert ainties. 

To inchde these two effects into the interpretation of the data, one has to rely on 
models, which are based on the various theory calculations and evolution pictures, 
but implement the additional effects. These models are usefd for two reasons: they 
are used to correct the data for both detector and hadronization effects and they pro- 
vide themselves a first theoretical approach on the physics which is being probed and 
can therefore be directly compared to the data. This laet point is subject to polemic, 
as these models have a set of phenornenological parameters which must be tuned to 
some well-known distributions, in order to define their validity range. However it 
is not known for sure whether these parameters are universal a l d  can be used in 
any kind of analysis, although the cornmon understanding is that they rhould not be 
changed ftom one analysis to another. Anothet bone of contention ir that, aithough 
d the models must have a rimilu response to the detector effects, the hadronization 



step might be very diiferent fiom one to another. In this case, it might be difficult 
to determine which mode1 to compare the data to and what is the real contribution 
fiom hadronization to the effect to be seen or to the quantity to be measured. For 
instance, in the case of the transverse energy flow analysis (see chapter 2), two models 
were giving the correct description of the data, although both underlying partonic 
mechanism and non-perturbative effects were very different. In this case, the "corn- 
pensating" effect of soft physics prevented any strong conclusion about the real nature 
of the parton evolution. 

3.1 Basics of a Monte Carlo Simulation 

The event generators which are used al l  dong in this work and in most analyses in high 
energy physics have ail a common statistical basis: that is the so-called Monte Carlo 
method. The purpose is to simdate a probability distribution, using the random be- 
havior of the physical variables, as in games of chance, hence the name 'Monte Cado'. 

The principle of the method is the following: in order to describe the behavior of 
function f ,  for instance a differential cross section, which depends on one or severd 
vaziables x ,  which can be for instance phase space vasiables, one uses the integral 

of the distribution f(x) and interprets it as being an average. The normaliration is 
taken care of at the end of the generation process. The integrd of the distribution, 
within the phase space range under investigation (here defined by the lower limit X I  

and the upper lirnit x 2 )  can be written as: 

Here the value of the distribution f is known at the N rungs X I ,  21, . . . , zi. 

The integral I can thetefore be approximated by a discrete mm IN. This approach 
will be more accurate when the number of points in the sample wiu be large. The 
enor cm be estimrted by the variance of the distribution. 

If the wious degms of &dom zi are independent, the Central Limit theorem Qves 
the value of the variance VN u a fanetion of the number of inkgration points N and 



the mean I of the distribution: 

Therefore the error on the true value goes as 1/m This error is independent of 
the number of dimensions (i.e. number of phase space variables) and depends only 
on the number of sarnples one considers. In practice, the following method is used 
in the process of generating events: a given random number u is generated fiom a 

uniform distribution fiom O to 1 which corresponds to the integral I. For each u, the 
phase space variable zk is obtained so that I N ( x L W I )  < u < IN(xk). The probability 
distribution f ( x )  is then derived through the relation: f (xk) = I N ( x k )  - IN(xk-l). 
The method is iilustrated in figure 3.1. One can see that the steeper the distribution 
is, the more points are needed for the sampling in order to describe accurately the 
probability distribution, so that in practice, one generates more events in the region 
where the function is rapidly growing. 

Figure 3.1: Schemutic repnsenfation of the sampling technic uted in the Monte Carlo 
simulation, based on the choice of a random number generator to fid the diffenntial 
pro bobilaty distribution f (t ) . 

The phase space adable  to generate n particles in a Monte Carlo is dettied by the 



Lorentz invariant: 

Where po is the momentum of the initial particle and pi,  the momentum of the ith 
final state particle. The 1 s t  term expresses energy and momentum conservation. In 
practice, the events are generated within a certain phase space, defined by cuts on the 
kinematic variables. These cuts are then the boundaries of the integrai of the cross 
section. To Save cornputer time, the phase space coordinates are generated once (in 
the first step of the simulation), on a uniform grid which depends on the boundary 
conditions which limit the kinematic region. The grid also depends on the input par- 
ton density which has to be given by the user and which is used in the subsequent 
parton evolution. The parton density sets the absolute normalization (total cross 
section) of the process. In the present work, the parametrization CTEQ4D [22] was 

used as it described the total event cross section best. 

3.2 Models of Parton Evolution 

Once a DIS event has been generated in the appropriate phase space, it must follow 
the usual steps of evolution until it reaches the stage of observable. The first part of 
this so-cded QCD radiation process is to generate a perturbative parton level evo- 
lution according to the standard evolution equations like DGLAP, BFKL and other. 

On top of the standard requirements proper to each evolution picture, the Monte 
Car10 simulation has to implement additional criteria to make the evolution realis- 
tic on a physics point of view and therefore describe the full final state observed in 
the experiment. These criteria are (usually) subleading corrections to the final cross 
section, like conservation of energy and momentum at each puton branching (which 
is impliQt in the DGLAP picture but not in the BFKL equation) or radiation from 
quark (which is usually neglected in the CCFM picture) or heavy quark mus. All 
this makes the process of genaating the parton evolution a tedious but necessary tasle. 



3.2.1 The Matrix Elements-Parton Shower Mode1 

Most of the curent Monte Car10 simulations use the Matrix EIements -Parton Shower 
(MEPS) ansatz to generate the physics processes taking place at HERA. The idea 
is to use fixed-order perturbative calculations (up to now only at leading order) and 
then, simulate the higher-order processes by a "parton shower" based on a leading 
logarithm approximation, like the one obtained Lom the DGLAP equations. The 
schematic organization of the MEPS ansatz is illustrated in figure 3.2. 

Photon 

Pro ton 

Final 
S tate 
Radiation 

- 
Matrix .- 8 -  
EIements 

Initial 

Parton Showet = ISR + FSR 

Fi y r e  3.2: Schematic repnsen talion of the Mat* Elernents-Parton Shower ansatz. 
The parton shower k diuided into initial state and fial date radiation. 

Matrk Elements 

The leading order process in DIS is the QPM: yq -, q shown in figure 2.1. In this 
process, there is no gluon vertex and the process is therefore O(a:). The two O(&:) 
(leading order QCD) processes are dso induded in the determination of the matrix 
elements: the BGF yg -, qij and the QCDC yq -, qg, both shown in figure 2.3. 
The determination of which process is to be used on an event-by-event basis is done 
through ptobabilities, given P, + Pqq + P, = 1. The total ptobability for a speafic 
process to  occur is given by the total cross section of this process within the lrincmatic 
region under consideration (and depends &O upon the puton  density and the choice 



of cd-off). 

As we saw in the section 2.2.2, the leading order QCD cross sections have logarithm di- 
vergencies which correspond to the case where the two partons are emitted collinearly 
or when they have very s m d  energy ("infra-red" domain). To get rid of these diver- 
gencies, the Monte Car10 simulation uses the factorization property of the DIS cross 
section [13] and integrates the singularities into the parton densities, which are later 
evolved in the parton shower phase. In practice, the procedure is to impose a cut-off 
in the phase space. Usually, the eut-off is applied to the invariant m a s  distribution 
of the two leading-order partons s, = ( p i  + p j ) 2 .  The eut-off is proportional to the 
invariant hadronic mass W2 = (P +q)2  (where P is the four momentum of the proton 
and q, the four momentum of the photon). The cut-off is expressed by the relation: 

The cut-off yat is a tunable parameter in the package. Its eRect is mainly to change 
the relative contributions of the three leading-order processes involved in the matrix 
elements (see [42] and [50] for a further discussion on the cut-off parameter and some 
alternative implementations in Monte Ca10 and NLO calculations). So far, there 
is no NLO calculation implemented in the MEPS simulations. The main reason is 

that, because of the divergencies, it is quite difficult to interpret the NLO cross sec- 
tion in term of probabilities, as the differential cross section is not dways positive 
definite [51] (which is mandatory in order to interpret the integrd defined in the 
previous chapter as an average over a probability distribution). However, there are 

NLO predictions on the form of calculation package like MEPJET [52], DISENT [53] 
or DISASTER++ (541. These calculations provide the full NLO corrections to the 1 

and 2 partons emissions, including the virtual corrections. 

Parton Shower 

As the high-order calculations can not be induded in the Monte Cu10 simulation, 
these corrections are approximated by the parton showet processes which are barred on 
the evolution equations discussed in chapter 2. The standard parton showers are ruled 
by the DGLAP equations [17], descnbed in chaptu 2. This picture is dso called the 
"collinear limit" as it featws partons evolving towards (or kom) the photon coapling 
and gaining (or loosing) virtuality by successively emitting harder (softer) pastons 



(that is partons with larger (smder) transverse momenta). As shown in figure 3.2, 
the péuton shower is in practice split into two phase, which are indistinguishable from 
a theoreticai point of view (Heisenberg uncertainty principle) but give a convenient 
picture of the DIS processes: 

the Initial State Radiation (ISR) pictures the evolution of a constituent of the 
proton, initially on mass-shell, which acquires increasing negative virtuality 
(this is calied a space-like cascade) by emitting successively harder partons and 
loosing at each branching a fraction of its total momentum (from momentum- 
energy conservation). In the standard application of the collinear limit, this 
process is actually implemented backward (fiom the photon coupling towards 
the parton within the proton). The ISR corresponds to the evolution of the 
structure function F2 of the proton. 

the Final State Radiation is comparable to the e+e- + 44 evolution picture. 
Alter the coupling with the photon, the off-shell parton (with a large space- 
like virtuality) reduces its mass by successive parton emissions. This is caiied a 
time-like evolution and it goes on until all emitted partons becorne on-mas-shell 
again (in practice, until a, becornes too large to apply perturbative equations). 

The branchings involved in a parton shower are de@ned by the splitting functions (see 
chapter 2) in the fiame work of the DGLAP picture. In order to implement them in 
the simulation, a probability is defined keeping in mind that, if a parton branches in 
an intervd [q2 + dq2, q2] ,  then nothing must have happencd between Q2(at the start 
of the evolution) and q2 (the virtuality of the parton before the branching). The 
situation is then analog to a radioactive decay: if dP is the probability that there is 
an emission between q2 + dg2 and q2, and A+(Q2), the probability that there is no 
emission between Q2and q2 ,  translates into: 

Since the probability PG can be written as a function of one of the splitting functions 
P, defined in section 2.2.3, as 

the solution of this equation gives the "Sudakov form factor" Ad(Q2): 



The evolution process can therefore be calculated step by step, using the Sudakov 
form factor (a detailed description of the Monte Car10 method of evolution c m  be 
found in [7]). This is carried on untü the partons reach a s m d  enough vittuality Q: 
(on the order of 1-2 GeV2, depending on the simulation). At this point, the evolution 
is stopped and the hadronization phase t d e s  place. 

Most of the modern Monte Carlo models use the MLLA [55] (modified leading log- 
arithm approximation) instead of the standard LLA. This new approximation takes 
into account the interferences between ISR and FSR, so that the total contribution 
of the parton shower is not equal to the sum of the each ISR and FSR individu4 
contributions. Moreover coherence effects are implemented in most of the modern 
simulations. All these eflects improve a lot the description of the data, with respect 
of the basic picture of independent parton evolution. 

The MEPS-based Monte Carlo used all dong the present study are LEPTO 6.5 [42], 
RAPGAP 2.06 (561 and HERWIG 5.9 [57]. Al1 these Monte Carlo simulations im- 
plement the DGLAP evolution picture and are therefore are expected to reproduce 
its vaiidity range. Unlike LEPTO and RAPGAP which implement the strict kT- 
ordering in the parton emissions, HERWIG implements a sttict angular ordeting in 
the FSR, while it has an energy and anylar ordering in the ISR (in order to take 
into account coherence effects as accurately as possible) [5?]. HERWIG dso uses a 
different hadronization scheme based on the cluster mode1 [58] (see below). RAPGAP 
implements, on top of the standard parton shower, a "backwards evolution" from the 
quark box to the photon side, which reproduces the effect of a resolved photon (this 
will be developed later in chapter 8). 
Another Monte Carlo model, PYTHIA [59], uses the ME-PS method but it has been 
developed and checked more extensively for hadron-hadron collisions than for DIS, 
dthough a DIS mode ucists. This is why this simulation is not used in this study. 

3.2.2 The Colour Dipole Model 

Anot het type of QCD radiation is implemented in the Colour Dipole Model (CD M) [6O]. 
Uniike the previous anaatz, the CDM does not make expliut use of an evolution equa- 
tion and Feynman diagtam to describe the puton evolution process. Here puton 
p&s involved either in efe- or in ep coilisions are treated as independent dipoles, 
radiating other partons which are themselves part of a radiative dipole, as it is shown 



in figure 3.3. In DIS, the radiations occur between the struck quark and the proton 
nmnant, therefore all the QCD cascades can be treated as FSR. The total phase 
space for parton emission is limited in rapidity: y < ln(W/PT), where W is the total 
amount of energy radiated and PT, the transverse momentum of the radiated parton. 
From the proton side, the phase space is further suppressed because the proton has 
a fuite size and acts therefore as an extended antenna, so that the total phase space 

allowed for radintive emission looks N e  the one shown in fi y r e  3.4. 

Figure 3.3: The QCD cascade as implemented in the Colour Dzpole Model. Each pair 
of partons LP treated cu independent radiating dipole. 

In the CDM, the boundary conditions which restrict the amilable phase space for 
evolution are relaxed, so that a parton radiation can occur at a scale higher than 
the scale of previous one (but the emissions are still ordered in rapidity, or, which is 

equivalent, in x ) .  In this context, the CDM can be seen as a BFKL-like shulation, 
since it lacks strong ordering in the parton emissions. This feature should enhance the 
parton emissions at s m d  x ,  exactly as it is expected in the BFKL scheme, although 
the CDM does not implement literally the BFKL equation. 

The messurement of the &-jet cross section by the Hl collaboration (40,611 conkmed 
that the CDM predictr a much larger rate than the MEPS-based modeis. Recently, 
it has been argued that this increase is due to an Uunorthodox'' suppression factor in 
the CDM, with respect to the MEPS models [62]. This factor is due to the absence 
of initial state radiation in the CDM, and the subsequent boundary conditions fiom 
the proton side. hstead, the boundary conditions &se kom the fact that the proton 



Figure 3.4: Avuilable phase space for parton radiation in the Colour Dipole Model. 
PT is the transverse momenturn of the ernitted parton and y zs i ts  rapidity. 

emits radiations as an extended antenna. According to these authors, this creates an 
increase of hard parton emissions at small x .  In any case, the physics implications of 

the CDM are not yet fully understood, and although it offers a convenient alternative 
to the DGLAP-based models (as it describes the total jet rate observed in the exper- 
iment), it is too premature to state on its correspondence with the BFKL picture. 

In this study, the CDM is implemented in the ARIADNE package [43] (ARIADNE 
4.08). Here, the LO matrix elements are taken from the LEPTO package, while the 
QCD cascade foliows the CDM. 

3.2.3 The Linked Dipole Chain 

Recently, a new model has appeared which enables the implementation of the CCFM 
equation in a Monte Carlo simulation: the Linked Dipole Chain model (LDC) [63]. 

As it was shown in section 2.3.4, the CCFM picture interpolates between the DGLAP 
and the BFKL schemes, so that first estimations of a BFKL-type effect can be eval- 
uated. This Monte Car10 simulation has more solid theoretical basis than the CDM, 
as it is based on an evolation equation and implements ISR. 

The Linked Dipole Chain Monte Carlo (LDCMC) (641 uses the CCFM equation to 
evolve the structure function of the proton in the Initial State Radiation. On top of 

the angular ordering which iestricts the phase space a d a b l e  for radiations, the LD- 



CMC implements other requirements which are needed in a Monte Carlo simulation, 
like the conservation of energy and momentum at each branching, the quark density 
of the proton and the suppression factor for heavy quarks. The ISR creates a pattern 
of color charges which are then evolved into a final state cascade with the CDM itself. 

The LDCMC (version 1.0) implements its own parametrization of the structure func- 
tions, which are described in [64]. It has been compared in [64] to several final state 
observables and its predictions lie between AFlJADNE and LEPTO. As wül be seen 
Iater (chapter 8), it is not yet understood why the LDC does not describe the data. 

3.3 Hadronizat ion Phase and Non-Pert urbative Ef- 
fects 

The models presented earlier already differ in the perturbative treatment they apply 
to the parton cascade. In order to obtain the final state quantities, an additional 
step has to  be taken, that is transforming the coloured partons into observable colour 
singlet hadrons. Unlike the part on cascades, the hadronization models are not based 
on perturbative calculations but are phenomenological pictures determined by a set of 
parameters which are often obtained by fitting experimental data. This hadronization 
phase decreases the predictive power of the Monte Carlo simulation, but is mandatory 
for a good description of the data. 

3.3.1 String Fragmentation 

The Lund string mode1 [65] provides the most common picture for the Monte Carlo 
simulation. It predicts that a string is stretched between any quark-antiquark pairs 

creatcd during the QCD radiation phase, as well as between quark-diquark (proton 
remnant) pair. The string creates a uniform QCD field on the order of 1 GeV/ûn, 
which then creates qq pairs when the stored energy is large enough. The Ubreak 
pointsn of the string an the color triplets q and gY whiie the inadent gluons, a color 
octet state, only produce "kinks'' on the string, thus modifying its energy and mo- 
m e n t ~  a t  the partieulu point where the gluon hits it, without breaking it (see 
figue 3.5a). These lMks lead to the rapidity (polu angle) distnbutions of the h a 1  



state particles in the detector. The attractive feature of this model is the indepen- 
dence of the final result on soft and collineu particles which can be created during 
the QCD cascade phase [66]. 

The string model is implemented in the LEPTO, AMADNE, RAPGAP and LDC 
simulations via the JETSET package 1591. The various parameters are obtained 
through fits of the e+e- data. 

Figure 3.5: a) Colour connection between partons in the standard string model. b )  
Sofl colour interaction between parton pairs. No string is stretched between the quark 
boz and the proton remnant creoting a rapidity gap. 

3.3.2 Cluster Fragmentation 

The cluster model [58] uses the property of 'Lpreconfuiement" of colour to describe 
the hadronization phase: in the perturbative limit (high masses), the confinement of 
a partonic system is local, independent fmm the type of hard subprocess from Q2. 
This leads to the property of Local Parton-Hadron Duality, meaning that the partons 
are converted into hadrons locally in phase space (this property wül be discussed in 
chapter 6). 

In the duster model, each gluon which arises from the parton shower decays into a pair 
of quark-antiquark (or diquark-onti-diquark). Each parton of the pair is connected 
by a colour line to the neighboring parton (this is the planar approximation), thus 
forming a colour singlet cluster. This duster foUows the Upteconfinementn property, 
that is, it is independent of the hiud subprocess and the energy scale. The cluster 
then tragments isotmpicalIy (in its rest Irame) into pairs of hadrons, folioning flavout 



conservation. 

This model is implemented in the HERWIG simulation and has the advantages of 
having less phenomenological parameters and of describing well the ece- scattering. 
However, we will see in chapters 7 and 8 that it does not describe well ali the &ne- 
matic variables of our DIS sample, in the kinematic range selected for this analysis. 

3.3.3 Soft Colour Interaction 

A third kind of non-perturbative effect has been implemented into the LEPTO model: 
the Soft Colour Interaction (SCI) [67]. In this model, similar to the Lund string 
model, ail the partons created pertutbatively after the parton shower phase interact 
softly between each other and with the colour medium of the proton through colour 
strings. These interactions modify the partons' colour but do not change th& mo- 
menta. Unlike the strings kom the Lund model, the soft colour connections can be 
formed betwecn any pair of partons, including the gluons. This property affects the 
topology of the subsequent hadronization strings, thereby modifying the final state 
distributions. In figure 3.5, the pattern of a soft colour interaction is compared to 
the usual Lund string model picture. In the SC1 case, the gluon can couple to the 
diquark (proton remnant) creating a colour singlet object. On the other hand, the 
leading order partons, from the quark box, are also connected by a soft string, lead- 
ing to another colour singlet system. In between the two colour singlets, there is no 
colour connection, leading to a rapidity gap (no hadronic activity in a large rapidity 
interval). Historically, the SC1 was introduced to explain the large traction of DIS 
events with a large rapidity gap (around 10%) [68]. The theorists daim [69] that this 
model is adequate to describe the events observed at HERA. 

A side effect of this model, presented in [69], is the increase of hadronic energy in the 
forward region of the detector (corresponding the central rapidity region in the HCM 
fiame). This effect, apparently orthogonal to the previous one, is due to fluctuations 
created by the soft colour strings, leading to an increaee of energy p u  unit of rapid- 
ity. In section 2.4.1, the u c e s s  of transverse energy in the central rapidity region 
of the HCM frame was interpreted as being one of the possible effects due to a new 
kinematic regime, naxnely the BFKL pictuce. The conventional Monte Cu10 mod- 
els, b u t d  on the DGLAP equations, wete unable to describe correctly this amount. 



The implementation of SC1 in the LEPTO model enables to describe the distribu- 
tion of transverse energy flow observed in the data, without having to require a new 
kinematic regime as it is shown in figure 3.6. The data collected by the Hl experi- 
ment [40, 701 are compared to the LEPTO model, implementing the SC1 and a new 
sea quark treatment (SQT) [42]. These two non-perturbative phenornena manage 
to increase the relative amount predicted by the LEPTO modd, so that this Monte 
Carlo simulation matches the rate observed in the data. 

In LEPTO, the SC1 are handled through a parameter adjustable by the user. It sets 
the probability for a parton to interact through SC1 with another parton (or with 
the proton remnant). This parameter was tuned to reproduce the relative amount 
of rapidity gaps observed in the data and the amount of transverse energy observed 
at HERA. The value of this parameter used in this analysis was tuned to describe 
accurately the rate of events with a large rapidity gap observed at HERA [67]. 

3.4 Detector Simulation 

After having been generated according to a specific model, the events need to pass 
through a detector simulation before being compared to the data, in order to take into 
account the response of the various components. The detector simulation is based 

on a fortran package MOZART [71], itself based on the GEANT [72] program used 
in most of the experiments in high-energy physics. They include all the information 
about geometry, calibration, position and energy resolution and other properties, as 

well as the beam gas effects on the various p u t  of the detector (see chapter 4). 

The triggers, which select "good" events as opposite as background (see chapter 5) 
were simuiated by another fortran package: ZGANA [73]. Once the events have 
passed all the detector and trigger requirements, they are reconstructed (similady for 
data and Monte Carlo simulation) using the ZEPHYR package [71]. At this stage, 
the events are c d e d  "reconstructed", by opposition to 'generated" or "hadron level", 
before the stage of detector simulation. The cornparison between reconstructed and 
generated events is used to correct the data for detector effects, evaluate the resolution 
for a speeific kinematic wuiable and determine the quality of the reconstruction of 
the wious kinematical variables as well as the amount of background in the data 



1 LEPTO 

ARIADNE 

HERWIG 

Lund string mode1 1 MEPS 1 DIS 1 
Hadronization scheme 1 Paxton evolution model 

Lund string mode1 1 CDM I DIS I 

Application 

Cluster model MEPS DIS and 
photoproduction 

 und string mode1 1 MEPS 1 DIS 

-- - 

Lund string mode1 

Lund string mode1 

1 with resolved photon 1 
Table 3.1: List of the Monte Car10 simulations with the corresponding parton evolu- 
tion models and hadronization schemes. 

MEPS 

LDC 
(CCFM and CDM) 

sample. F indy ,  it is important to  stress that the response of the detector component 
should not depend on the model used to generate the events. In practice, s m d  model 
dependences are expected, as the components have a different response for different 
final state distributions and these model dependences must be taken into account in 
the calculation of the systematic errors. A summary of all the Monte Car10 models 
presented here is shown in table 3.1. 

photoproduction 

DIS 



Figure 3.6: iB.ansuerse energy jiow verstu pseudo-rapidaty q' defined in the hadronic 
center of m u s  frome in different lins of x and Q2. The data corne from the H1 
analysb. The data a n  compand to the pndictzons of LEPTO 6.5, with and without 
SCI. The mode1 has ako been running with a new sec quark tteatrnent (SQT). 



Chapter 4 

Experimental Setup and Data 
Acquisition 

4.1 The HERA Accelerator 

The expenmental observation and study of Deep Inelastic Scattering and related 
processes requires probing very small scales or distances. As the observed tength is 

inversely proportional to the energy of the probe, looking at very s m d  scales means 
using very high energies. This motivated the construction of the large accelerator 
HERA (Hadron Elektron Ring Adage), which began in 1984 and was completed in 
November 1990. It is designed to accelerate electrons or positrons up to an energy of 
around 30 GeV and protons up to around 820 GeV (plans have been made to increase 
this value to around 920 GeV for the next running periods), yielding a center of mass 
energy 4 = 314 GeV. 

By reference to the h e d  target experiments, the physics process going on at HERA 
is sometimes referred to as a collision between an electron (or positron) probe and 
a moving proton target. The traditional experimental studies on DIS were made on 
fixed target experiments like the SLAC-MIT (using the Stanford Lineax Accelerator 
Center), BCDMS, EMC or NMC (in CERN), CCFR (in Fermilab) colliding lepton 
probes on fixed nuclei. The main advantagc at  HERA lies in the value of the center 
of mass energy, which is much larger than in the previous accelerators, aiiowing to 
probe much a widu kinematic range, going kom very low x (below IO-') to very high 
Q2 (10' GeV2). The kinematic range covered by H E M  and ZEUS is compared to 
the fixed target experiments in figure 4.1. 



Figure 4.1: Kinematic range covend b y  the HERA accelerator a fitaction of (x ,  Q2), 
compand udh several fied target DIS expehments. Ah0 s h o w  i s  the kinematic range 
accessible in the ZEUS detector ut HERA thanb to the kom pipe coloràmeter (BPC) 
and the shifled vertez ruru (SVTX). 

The two main experiments operating on the HERA accelerator are ZEUS and Hl, 
located in the sodh and north h d  respectively. They first took data in 1992, with 
an electron energy of 26.7 GeV and a proton energy of 820 GeV. Two other non- 
collider experiments, HERMES and HERA-B make also use the accelerator facilities 
to study respectively the spin structure of the nudeon and the CP violation in the 
BOBO system. 

The HERA accelerator is schematicdy shown in figure 4.2. The electrons (positrons) 



and the protons are accelerated in two separste rings using superconducting magnets 
and housed in a 6.34 km long tunnel. 

Figure 4.2: Layout of the HERA ring and layout of the injection system. 

Starting from negatively charged hydrogen, Ho, brought to an energy of 50 GeV in 

the Ho, LINAC (linear accelerator), the protons lue obtained by stripping the ions 
of their electrons before injecting them into the DESY III storage ring. At this point, 
there are eleven proton bunches separated by 96 ns. The protons are then accelerated 
to an energy of 7.5 GeV before being transferred to the PETRA (Positronen Eleltro- 
nen Tandem Adage), where seventy bunches are accumulated and accelerated to an 
energy of 40 GeV before being transferred to the HERA main ring. This is repeated 
until210 bunches are accumulated. F indy  the proton bunches are accelerated to an 

energy of 820 GeV. 

The injection chah  for the electrons (positrons) starts in the LINAC, where they are 

sccelerated to an energy of 450 MeV. At this energy, they are stored in the positron 
intensity accumulator, PIA, where a single bunch of 60 mA is created. They are then 
transferred to the DESY II ring and accelerated to 7.5 GeV, before being transfemd 
to the PETRA II ring where they are accelerated to 12 GeV. There 70 bunches are 
created, separated by 96 ns. Finally the electrons bunches are injected in the main 
HERA ring where up to 210 bunches can be accumulated (in practice, not all the 
eleetron and proton bunches are füled. There are some unpaiml "pilotn bunches 



generated to estimate the beam gas backgrounds). In HERA, the electron bunches 
are accelerated to an energy of 30 GeV. 

The electron lifetime is very short (- 2-3 hours), due to positively charged partides 
in the beam pipe which were attracted in the electron beam and scattered against 
them. This was solved by inverting the polarities of the magnets and using positrons 
instead of electrons (July 1994). The lifetime of the positron beam is much larger: in 
the order of 8 to 9 hours. Apart from charged current analyses, this change did not 
affect the physics process rates at HERA. 

The luminosity obtained in HERA has been continuously increased since the first 
electron proton collision in 1992. The present analysis is based on 1995 data, when 
HERA delivered an integrated luminosity of 12.3 pb-'. Out of this, ZEUS coilected 
about 8 pb-', corresponding to the period during which the detector was operationai 
and the beam conditions were good enough for data taking. After subtracting bad 
r u s ,  due to fauity components or high beam gas background, we are left with 6.36 
pb-'. This is the luminosity used all dong this study. 

4.2 The ZEUS Detector 

The exploration of finer structures and smailer scales in high energy physics leads 
to a growing degree of complexity in the design of the large detectors, together with 
larger collaborations and varieties of cornpetences. The ZEUS detector, operating at 
HERA, represents a step forward with respect to the previous generation of detectors 
(like those operating at the Tevatron ring and the LEP collider), in particular in view 
of the size of the collaboration: more than 450 people coming kom 51 institutes in 

11 countries are participating in this effort. Because of its complexîtyy an exhaustive 
description of the detector would be too ambitious taking into account the scale of 
this work. This description can be found in [74]. ZEUS is a multi-purpose detector, 
covering most of the 47r solid angle around the collision point except for the small 
angle m u n d  the beam pipe. Because of the strong asymmetry in the collision due 
the boost caused by the difference of energies between the incoming proton and the 
positron, the detector is asymmetric: the forward d~ect ion,  defined by the direction 
of the proton is larger and deeper than the rear region, dehed by the direction of 



the positron. 

The coordinate systcm is orthogonal and right-handed: the center is taken as the 
nominal interaction point, the Z axis points towards the direction of the proton, Y 
points upwards and X towards the center of the HERA ring. The polar angle O ,  
defined with respect to the Z axis is therefore 0" for the proton beam and 180" for 
the positron beam. In most of high energy physics analyses, the measure of the polar 
angle is given by a relativistic invariant parameter (provided that the m u s  effects are 

neglected): the pseudorapidity 7 defined as: i )  = -ln tan(0/2).  

The various components of the ZEUS detectot are pictured in figure 4.3: the inner 
part is made of a large wire chamber, the CTD (Central Tracking Detectoi) [75], sur- 

rounded by a superconducting solenoid generating a longitudinal field of 1.43 T. This 
detector yields information about the momenta of the charged particles and enables 
the collision vertex reconstruction. The FTD md RTD (forward and rear tracking 
detectors) are respectively in kont and behind the CTD and provide the same kind 
of information for particles going outside the range of the CTD. Further behind the 
CTD, lies the SRTD [76] ( S m d  Rear Tracking Device) which improves the detec- 

tion of positrons scattered at small angles. These components are surrounded by the 
uranium scintillator calorimeter or UCAL [77], which measures the energy deposited 
by the particles passing the tracking devices. It is divided into three sections: the 
FCAL (forward calorimeter) in the forward direction, the BCAL (barrel calorimeter) 
in the central region around the threshold and the RCAL (rear calorimeter) in the 
rear region. A layet of scintillator tiles in front of the FCAL and RCAL, the pre- 
sampler (781, improves the accuracy of the energy reconstruction by correcting for 
energy losses due to showers in the dead materiai in fiont of the calorimeter. The 
calorimeter is enclosed in a iron yoke made of several 7.3 cm thidc iron plates which 
catches the retum Ilnes of the magnetic field and serves as a secondary absorber for 
the backing calorimeter (the BAC). This calorimeter measures the energy lealtage 
of the main caiorimeter. FinaUy, on the inner and outer sides of the yoke, limited 
streamer tubes are mounted outside the barrel p u t  (BMUI, BMUO) and the rem part 
(RMUI, RMUO ) . They measuse minimum ionizing particles t r avershg the calorime- 
ter, mainly muons. They dao d o w  to reject background events coming fiom cosmic 
rays and beam halos (results of the interaction between the protons and partides in 
the beam pipe). A forward rpectrometer (FMUON) is instded in front of the FCAL 



(in the positive Z direction) and allows in addition the precise determination of the 
muon tracks, 

In the following, the components specificdy used in this analysis will be shortly re- 
viewed. 

Figure 4.3: Side Mew of the variow components of the ZEUS detecior. 

4.2.1 The Uranium Calorimeter (UCAL) 

The energy reconstruction of an event observed by the ZEUS detector is performed 
by the uranium calorimeter. It is the main component of the detector as it deter- 
mines whether an event is accepted or not and is thus at the bottom of the trigger 
chah  which d l  be discussed in chapter 5. As mentioned above, the calorimeter is 
divided into rear, barre1 and forwud regions (RCAL, BCAL and FCAL) covering 
tespectively a po1a.r angle (pseudorapidity) region of: 128.1°(-0.72) to 176.S0(-3-49), 
36.7O(1.1) to 129.1°(-0.74) and 2.2"(3.9) to 39.9*(1.0). 99.6% of the 4r solid ongle 
around the interaction point is covered, leaving a hole of 20x20 cm2 in the fonirard 
tegion and 2Ox 12 cm2 in the rear region to d o w  room for the beam pipe. 



The calorimeter consista of alternating layers of absorber (3.3 mm of depleted ura- 
nium) and active m a t e h l  (2.6 mm thick plastic scintillator plates). Because of its 
stable radioactive properties, the uranium noise from the calorimeter is used to check 
the calibration of the data acquisition chah and the calibration of the photomultiplier 
tubes, which record the amount of energy deposition (known to 1-2% accuracy). The 
uranium calorimeter also provides compensation, i.e. the signal response for hadrons 
and electtons is equd ( e l h  = 1.00 f 0.02). This property improves the energy reso- 
lution of the hadrons: under test beam conditions, the resolution for the hadron jets 

has been found to be o E / E  = 0.35/@ (E is the energy of the particle in GeV). For 
the electron, the resolution was measured to be: g E / E  = 0.18/a. 

Each of the calorimeter components is made up of modules of d o u s  lengths: there 
are 23 modules in the FCAL and the RCAL and 32 in the BCAL. The layout of an 
FCAL module is displayed in figure 4.4. These modules are further segrnented into 
towers with a front surface area of 20 x 20 cm2 in the FCAL and RCAL and 20 x 24 
cm2 in the BCAL. 

F i p e  4.4: tayout of an FCAL module. 

Each tower is further longitudinally subdivided into hadronic (HAC) and electromag- 
netic (EMC) sections: there is one EMC section in RCAL, BCAL and FCAL, two 
BAC sections in BCAL and FCAL and one HAC section in RCAL. Each section con- 
sists of one or more cells. One ceil is divided into two photomultiplier tubes which 
nad the signal given by the energy deposition in the cdorimetu. The EMC sections 



consist of four cells of 5 x 20 cm2 in the FCAL and the BCAL and two ceils of 10 x 20 
cm2 in the RCAL. The HAC section forms a single cell of size 20 x 20 cm2. The BCAL 
EMC cells are projective to the interaction point. This information is particularly 
crucial for this analysis: as the measure of the polar angle is done in unit of pseudora- 
pidity, the width of the ceii in the ( q , d )  plane will change accordingly to its position 
(here 4 is the azimuthal angle). The crucial point is that II  is a logarithmic quantity, 
so the ceUs in the forward region, in the ( I ) ,  6)  plane are quite large. In figure 4.5, a 

cross section of the forward calonmeter is shown in the (7,qb) plane in one teal event. 

For this example, the HAC ceils only are displayed. The black circle defines a jet, 
which is now seen as a cluster of cells with a radius R=l in the (T I ,  4) plane. The full 
dots represent the energy deposition in the cells which are associated with the jet in 
this event, while the s m d  open dots represent the energy deposition in a ceil which 
is not associated with the jet. The radius of the full and open dots is proportional to 
the amount of energy deposited in the cell (if the dot is not in the center of the cell, 
it means that the energy ha9 been deposited in another HAC section or in a EMC 
cell). The increase in the size of the ceil is very noticeable for 7 > 2. This results 
from a certain lack of accuracy in the position reconstruction, especially in the HAC 
sections, which are not segmented. 

azimrrthol ongle (rad1 

Figure 4.5: Cross section of the HAC cells of the FCAL an the (q, 4) plane. The black 
dots rcpresent the energy deposition in cach cell. The black circle defines a chuter of 
cells with a radius of 1. 

The calorimeter hss been designed to fully contain 95% of the hadronic (jet) energ 



and 98% of the electromagnetic showers (in average for the highest energy particles 
produced). The pazameter which defines the containment depth of the electromag- 
netic shower is the radiation length Xo. This is the average distance for an electron 
to lose 63% ( l /e)  of its e n e t q  (in the EMC cells, it is equai to 0.74 cm). The EMC 
cells have a radiation length of 25 Xo. The hadronic showers are given in units of 
interaction length A. The absorption length in the three sections of the calorimeter 
is: 7.14 (FCAL), 4.92 (BCAL) and 3.99 (RCAL). 

Besides energy and position information, the calorimeter provides a good time mea- 
surement: the time resolution for a calorimeter ce1 with an energy deposition above 
3 GeV is ot = I . s / ~ E )  @ 0.5 ns. 

Every particle reaching the calorimeter has to cross a certain amount of inactive 
('dead") materiai where it deposits some of its energy by interacting with the par- 

ticles of the medium. Therefore the messured energy in the calorimeter is not equd 
to the true energy of the produced particles (the correction method in the case of 

hadron jets will be reviewed in chapter 7). In the front and rear calorimeters, a 
segmented scintillator array (the presampler detector) has been installed to correct 
for the energy loss of the positron: the presampler measures the muitipiicity of par- 

ticles created by the showering of the incoming positron in front of the F/RCAL 
and uses it to correct for energy losses on an event-by-event b i s .  The resuit of the 
presampler correction on a test sample of 25 GeV eleetrons is shown in figure 4.6 [78]. 

Figue 4.6: Energy distributions for 25 Ce V electrons befon and after the presampler 
corrections. 



4.2.2 The SRTD 

The small rear tracking detector is installed in front of the RCAL and cover a polar 
angle domain of 162' to 176' : a region mostly not covered by the other tracking de- 
tectors. Its goal is to improve the measurement of the positron energy and position, 
when it is scattered at Low angles. This corresponds to the kinematic region of low 
Q2 as Q2 = 4E,t Eecos2(9/2), where E.! is the energy of the scattered positron, E., 
the energy of the incoming positron and 8, the angle of the scattered positron (the 
formula is given by the electron method, see appendix A). It is therefore particdarly 
suit able for low-Q2 and low-x studies. 

The SRTD consists of two layers of scintillator strips (the same material as for the 
ZEUS calorimeter has been chosen for the scintillators). It is divided in four quad- 
rants in the XY plane of 24 x 44 cm2. The scintillation Light is transported to the 
photomultiplicator tubes via light guides. The scintiliator strips have a fine segmen- 

tation, so that in average the position resolution of the positron is better than in 
the calorimeter (it is approximately 0.3 cm, while in the RCAL it is only 1 cm in 
average). The energy resolution of the positron in the SRTD is = 26%&, where 

E.t is the energy of the positron in GeV. 

4.2.3 The Central Tracking Detector 

The central tracking detector is mostly used in this analysis to measure the value of 
the vertex position in this analysis. Generally, it enables the reconstruction of the 

four momentum of the charged particles tracks. The CTD consists in a cylindncal 
drift chamber of b e r  radius of 16.2 cm and outer radius of 85.0 cm and length 241 
cm. It is made of 72 cylindricd layers attanged into 9 superlayers. The odd-numbered 
superlayers have sucial wires (pardel to the beam line) while the even-numbered su- 
perlayers have stereo layers (tilted by A5" with respect to the beam line to provide a 

measurement of the Z position of the track). It is füled with a gas mixture of argon, 
CO2 and ethane. 

The resolution of the CTD in 1995, in the (F,$) plane wu about 230 pm and 2 
mm on the 2 axis. The resolution on the ttansvexse momentum is: o ( p t ) / p t  = 
J(0.005 pt)* + (0.0016)2, where pt is in GeV/c. 



4.2.4 The Luminosity Monitor 

The luminosity is measured in ZEUS through the radiative emissions of real photons 
fiom the positron: ep -, etpy .  This process, known as Bremsstrahlung, has been cal- 
culated by Bethe and Heitler (791 in 1934: the total cross section for a Bremsstrahlung 
radiation by a relativistic photon of energy E and producing a photon of energy E, 
is given by: 

E' is the energy of the positron after the photon radiation, m, and me are the mass 
of the proton and the positron respectively and a, is the QED coupling strength. 

The monitor consists in a lead-scintillator calorimeter situated 107 m down the beam 

line with respect to the nominal interaction point. Its resolution is u(E) /  E = ?%. 
The acceptance of the calorimeter A (determined by Monte Car10 studies), together 
with the total rate R of radiative photons observed in a run and the integated cross 
section (quoted above) of the process yield the total luminosity of the run by the 
formula: 

4.3 Data taking 

The data used in this study were coilected by the ZEUS detector in 1995, with an 
integrated luminosity of 6.36 pb-', which corresponds to nearly three times as mach 
luminosity than in 1994. No big detector upgrade has been undertaken between 1993 
and 1997, but the high luminosity available kom the HERA accelerator has made 
it difficult to trigger on every physical process, especidy after 1996. The trigger 

channocl used in this work (se n u t  section) was ptescaled in the following years 

(1996 and 1997), leading to numerous statistical problems in the andysis. This is 
whp we testricted oiuselves to 1995 data set in this work. 



Chapter 5 

Event Select ion 

5.1 On-line Triggers 

Most of the events seen by the ZEUS detector at HERA do not corne from the ep 

scattering but are the resuits of interactions between the particles in the beam and 
the residual gas in the beam pipe, or of halo interactions (interactions between the 
protons and positrons and particles trapped in the beam lines). Sorne of the events 
observed are also the result of cosmic rays passing through the detector. 

Because of these high background rates, it is necessary to build a sophisticated trig- 

ger system which fdters the intensting physics events out of the noise. Furthermore, 
these high rates require a decision time short enough, so that the readout electronics 
and the t r a d e r  of data to the storage system can handle them. As it is impossible 
to make such a decision within the HERA bunch crossing time of 96 ns, the trigger 
system is subdivided into three levels: the GFLT, GSLT and TLT (global first and 
second level triggers and third level trigger). The purpose of it is to reduce the in- 
coming rate, which is on the order of 10 MHz to a few Hz at the end of the chain. 
Each trigger has to make a decision on whether to keep or to reject the event. The 
first level trigger uses simple algorithms which allow it to make erude decisions in a 
very short time. The higher levels use more daborate algorithma and criteria so that 
they CM make a finer selection in a slightly longer period. In order to reduce the 
dead time due to the decision making, the first level trigger is pipelined, which means 
that the data are stoted in 52 buffers at a rate of 10.4 MHz before being send to the 
GSLT. The various components of the GFLT process in paralle1 the algorithms in 
order to  select the event and send back th& decision to the GFLT which then passes 



the events further down the chain or clears the buffers, according to a decision based 
on a combination of a.il the components decisions. Once the event has been processed 
by the GFLT and the GSLT, it is transferred to the event builder which combines all 

the information of the various components into one event record. The data is then 
transferred to the third level trigger (TLT) which makes the final decision and reduces 
the data set to a few events per second. A simplified diagram of the three-level trigger 
system at ZEUS is shown in figure 5.1. Also shown is the expected reduction rate at 

each levei. 

The description of the various cuts made to select the events considered in this anal- 
ysis is presented below . 

Buffcrs 

TtT: SGI lm 

Figue 5.1: Schematic oqanuotion of the thrce-koel trigger system in ZEUS. 



5.1.1 GFLT 

At the first level trigger, the information on the energy deposit in the ZEUS calorime- 
ter is responsible for selecting the events which will be further processed. The 
calorimeter is therefore the most crucial component of the ZEUS detector as it ap- 
pears at the bottom of the event selection chain. The GFLT consists of a logical 

"OR" between the vasious parts of the calorimeter, the selection being based o r  sev- 
eral energy thresholds: the total energy of the electromagnetic sections has to be 

larger than 4.8 GeV in the barre1 (central) region (BEMC), or 3.4 GeV in the rear 
calorimeter(REMC). The events are also triggered if an isolated positron (dehed as a 

set of up to four trigger towers surrounded by silent triggers) is found with an energy 
larger than 2 GeV. An output rate of 1 kHz is expected after the first level trigger. 
The rates are adjustable by varying the thresholds, depending on the luminosity and 

h 

the running conditions. 

GSLT 

The main goal of the second level trigger is to reject the beam gas background to 
obtain a cleaner physics sample and lower rates. As for the first level trigger, the main 
component for the event selection is the calorimeter. In Deep Inelastic Scattering, 
two variables are used to trigger on the events: 

The total transverse energy of the calorimeter, calculated using the vaxiable 
6 E - Pz = Ci Ei(l - cosdi), where the sum is carried over all the calorimeter 

cells. In a iully contained DIS event, following energy conservation, the quantity 
6 must be equal to twice the energy of the incoming positron, that is 2-27.5 = 55 
GeV. In photoproduction, where the positron goes undetected down the beam 
pipe, the 6 distribution peaks at lower values, around 30 GeV. In DIS, the 
events are selected by applying a loose eut on this variable: E - Pa + E, > 24 
GeV, where E, is the energy of a photon detected in the lumi monitor, to taise 
into account possible electromagnetic radiation of the positron. The E - Pz 
distribution in DIS and in photoproduction is shown in figure 5.2, together with 
the nominal value of the cut (aee section 5.3). 

r The calorimeter timing offers a powedul way of discriminating beam gas from 
physics events, thanks to the good time resolution of the measurement (i ns for 



ceils with an energy above 1 GeV). In an ep scattering process, as the ongin of 

time in an event is taken at the nominal interaction point, the timing difference 
between the FCAL and the RCAL will be small. On the other hand, if the 
events are coming kom the proton-beam gas and given that the proton beam 
moves in the forward direction, the rear calorimeter wil l  record an early energy 
deposition. This is why the cuts TFcAL - TRCAL > 8 ns and ITRcAL[ < 8 ns are 
used to reject beam-gas events. The events originating from the positron beam 
gas (interaction of a positron with a beam gas partide) are removed by cutting 
on the FCAL timing: [TFcALl < 8 ns. This eut provides with a very powerfd 
way of discriminating between the beam gas background and the outcome of 
the ep collision as is shown in figure 5.3. 

An additional loose cut on the Z vertex allows further beam-gas related background 
rejection (the event vertex reconstructed by the CTD is required to be within 100 cm 
from the nominal interaction point, if there are at least two tracks pointing towards 
it in the CTD). 

The SLT reduces the event rate to about 100 Hz and transfers the various parameters 
of the event to the event builder. 

Figure 5.2: E - Pa dhtribution in the ZEUS data and in two Monte Carlo simulations. 
The DIS Monte Carlo mode1 U shown os a gray hidogram, whde the photoproduction 
one is in black. 



Figure 5.3: RCAL and FCAL time didributiona. 

5.1.3 TLT 

The final on-line event selection is performed by the t hird-level t rigger (TLT). At t his 
stage, more elaborate algorithms can be used for the selection (like jet or positron 
finders) as the processing time constraints are relaxed. In the present study, the 
events triggered are required to have E - Pz + E, > 30 GeV (similarly to the SLT 
requirement). A positron, found with the on-line algorithm such as 'Local' [80] or 
'Elec5' (811, is required to be found with an energy larger than 4 GeV. Additional 
cuts on the position of the detected positron were applied. 

In 1995, because of the high rate due to the high luminosity, some of the trigger slots 
used were pre-scaled. In practice, the selection requirement on the events were tight- 
ened (the box eut applied to the positron r a s  increased from (12,6) cm to (14,14) cm 
in the (X, Y) plane - for the reason for this box cut, see section 5.2). This can cause 

problems when computing cross sections as the observed cross section per run might 
vary fiom one period to another and depend on the reduction factors coming kom the 
preseiection. In figure 5.4, the k s t  plot shows how this .ftected the rate of events over 
luminosity p u  nui: a dear step shows up for the mn numbers above 12750. However, 
just by applying a eut on Q2 (Q2 > 7 GeV2), the effect practicdly disappeus, the av- 
erage crora section p u  run is approximately flat and does not depend any more on the 
nin number. As the berna t ic  region considered in this analysis is constrained to be 



No Q' ait 

Figun 5.4: Nurnber of events per run, dzuided by the luminosity of the m n  (in nb-') 
without and wath a Q2 CU( in the 1995 data, wing the TLT as explained in the t ex t .  

Q2 > 10 GeV2, the effect of the prescaling is not important. 

Aftet applying the on-line selection, the data sample in 1995 contains 7.6 x 10' events. 

5.2 Positron Reconstruction 

Befon turning towards the off-line cuts which determine the final event sample, we 
shall consider one of the crucial point of this analysis, that is the reconstruction of the 
positron energy and position. In DIS, the accuracy of the reconstructed Linernatics 
of an event depends on the reconstruction of the scattercd lepton parameters (energy 
and position) since the method used to determine the kinematic variables z, y and 
Q2 is based on the positron variables (see appendix A). 

The reconsttuction algorithm used for the positron hding is called SINISTRA and 
is described in detail in [82]. This algorithm is a neural network simulation based on 
calorimeter ceils and mon specüically on the concept of islands: these are dustas  of 



cells, gathend around a single locd mdmum which approximate a single partide 
shower in the calorimeter. Only the cells neighboring (in the 3 dimensions) the local 
maximum are taken into account. To increase effiuency, only well isolated islands 
are considered, for which ail the sunoundhg cells have no significant energy deposit. 
The positron finder is based on a probabilistic method: the energies in the PMT1s 
of the tower surrounding the local maximum constitute a "neural" network, from 
which a probability PSI is extracted. Only electromagnetic cells are considered in the 
elaboration of the network. If the probabiiity is close to 0, the dgorithm assumes 
that the island has been created by a hadron. If the probability is close to one, it 
assumes that the island has been created by a positron (it can dso be a photon). The 
energy of the positron is then the sum of the energies of the cells in the island. In 
this analysis, the probability cut of the algorithm, in order to identify the island as a 

positron, has been set to PSI > 0.9. 

The position of the positron is also cdculated by an algorithm finder, except in the 
cases where the positron has been detected in the SRTD, in which case, only the SRTD 
information is taken into account. In the first case, the position of the positron is 
determined by fitting the energy weighted distribution of the shower. This fit be- 
cornes however inaccurate close to the beam pipe. The positron scattered at low 

angles (close to the beam line) can also lose part of its energy in the beam pipe. 
To reject those positrons, a "box" cut has been performed on the positron position 
in the ( X ,  Y) plane: 1x1 > 13 cm and IY( > 8 cm. The positions of the scattered 
positrons with hits in the SRTD and with calorimeter information only are shown in 
figure 5.5. The SRTD hits are shown as black dots. The shape of these hits shows 
the characteristic acceptance of the SRTD. 

5.3 Off-line Selection 

We saw up to now hou the detectot selects on-line the ment sample and how the 
reconstruction of the positron energy and position is deseribed, which aüows in order 
to determine accurately thereaftu the kinematic variables in the evente and at the 
teconstructed level of the Monte Car10 simulation. 

Another set of cati is applied off-he to furthes constt.int the data sample. These 



Figure 5.5: Positron position in the culorimetet and the SRTD in the transverse 
( X ,  Y )  plane. The positron is found with the SINISTRA algorithm. The gray dots 
represent hits for the positrons in the calorimeter, while the black dob are hits of the 
positrons in  the SRTD. 

cuts can be roughly divided into two groups: the %leanhg cuts" which are applied 
at the reconstructed level only and which provide us with a cleaner, background-free 
sample of the experimental and simulated data, and the "phase-space cuts", which 
determine the value of the total cross section within the phase space of investigation. 
Unlike the former set, these latter cuts are applied at bath levels, reconstructed and 
generated level and are used as well in the theoretical calculations. The first set of 

cuts does not appear at the theoretical level (which does not know about the detec- 
tor). The loss of events due to these cuts is therefore part of the overd efficiency of 
the reconstruction (se+ section 7.3.3). 

Cleaning Cuts 

After the on-line selection, not d the runs and events an conserved for data pro- 
cessing. Some of the events (or even entire runs) w removed on behalf of critetia 
lüre holes (local losses of sensitivity) in the cdorimeter during the data taking period, 
part of the trigger bQng off, high voltage or timing problems. These nuis are removed 
in the h s t  stage of the processing period to Save cornputet time and space. 



Some basic, general checks are then ~erformed to remove characteristic events which 
can occur in parailel to the normal ep scattering: 

r Compton events: the elastic QED compton process occurs when an electron 

or positron scatters off a real photon, and both particles are detected in the 
calorimeter. The proton is left unscattered and goes undetected in the forward 
beam pipe. The signature for this type of event is the presence of two elec- 
tromagnetic condensates and the fact that the energy ratio of each one of the 
condensates to the total energ  in the calorimeter is laiger than a certain value 
(here we take 0.9). These events are removed from the sample. The effect is 
however quite s m d  in the current sample (on the order of 1%). 

r Events with a cos& muon in the detector are rejected. 

r Events with sparking cells, Le. ceiis which can produce wrong signds due to 
çparks recorded in the PMT's are rejected if a high energy isolated ceil is found 
in the calorimeter. 

The other cleaning cuts performed on the reconstructed sample (data and simulation) 
are: 

35 < E - Pz < 65 GeV: the variable E - Pz has been described earlier (section 
5.1.2). The lower cut is however performed in order to remove photoproduction 
background, wherc the positron disappears undetected, and the event is not 
f d y  contained in the detector (therefore the variable E - Pz pe&s at lower 
values). The upper cut is set to remove beam-gas events and misreconstructed 
vertex which can artificidy increase the value of E - Pa. 

TO further remove beam-gas background, a cut on the vertex position ha3 been 
perfomed: IVTX(Z)I < 50 cm, with tespect to the nominal interaction point. 

a The variable y.i is proportional to the scattering angle of the positron (see 
appendix A). In otder not to mix the reconstructed positron with a low energy, 
forward going photon, the following cut is applied: y.4 < 0.8. 

O Findy, the cut on the positron position, desuibed in section 5.2, is applied: 
1x1 > 13 cm or IYI > 8 cm. 



Phase Space Cuts 

The second set of cuts, which determine the phase space under investigation in the 
fotward jet study and in the study of the angular correlation between jets, is: 

a The positron is required to be found with an energy larger than 10 GeV. 

a The Y J B  variable (sec appendix A) gives the relative amount of hadronic energy 
in the central region of the detector. Any measurement with a large amount of 

energy in the forward region and no energy in the central region would be too 
sensitive to the proton remnant, whose contribution lies mainly in the forward 
region. Besides, the y variable represents (in the QPM) the fiaction of energy 
transferred from the leptonic to the hadronic system. A large y ensures an 
easier interpretation of the results in terms of perturbative physics. In the di- 
jet analysis (angular correlation between jets, chapter 7), the measured jets lie 
in the central region of pseudorapidity, therefore a cut of Y J B  > 0.04 is enough 
to ensure a sufficient amount of energy in the central region. In the forward jet 
stiidy, the jet probed !ies mostly in the FCAL. To ensure a reasonable amount 
of energy in the BCAL, the cut has been raised to y ~ 8  > 0.1. 

A Q2 cut is applied in the di-jet analysis, Q2 > 10 GeV2, in order to make sure 
that the process can be treated in a perturbative rnanner. In the forward jet 
study, the phase space under investigation is restricted to Q2 > 12.5 GeV2 by 
other cuts (see section 6.2.2 for the detailed cxplanation). 

a The goal of both analyses is to probe a wide range in x ,  therefore the kinematic 
cuts for the two analyses axe: 

- Angular correlation between jets: IO-' < z < IOd2. 

- Forward jet study: 4.5 x IO-' < z < 4.5 x IO-'. 

The exact value of these cuts depends on the resolution of the t variable and 
the choice of the binning. This will be discussed in each of the relevant analysis 
chapters (7 snd 8). 

The phase space region under investigation in each one of the analyses is shown in 
figure 5.6. In figure 5.7, the main kinematic variables z, y and Q2 are compared to 
the predietions of some of the Monte Carlo models discussed in the previous chaptu: 
ARIADNE 4.08, LEPTO 6.5 and HERWIG 5.9 (the cuts ue the ones used in the 



di-jet analysis. The same conchsions stand when using the other set of cuts). The 
compsrison is performed at the detector level, all deaning cuts being included. The 
agreement between data and the various models is very good, which does not corne 
as a surprise as we are only evaiuating here the total cross section of the phase space 
under consideration, driven only by the structure function Fz of the proton in DIS. 
These plots are therefore an evidence on how well 4 is ceproduced by the various 

Monte Car10 models, 

The final samples considered, including the jet cuts will be discussed in chapter 6. 

Figure 5.6: Kinemaiic boundanes for the phase space region under investigations for 
a) the fonuard jet atudy and b) the study of the comlation between jet. The lines 
comspond to the Linernatic cuts. Some point3 are outside the range. This U due to 
the bin sue and the nsolution of the Linernotic variables. 
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Figure 5.7: General kirtematic variables in data and Monte Carlo simulatioru afler 
the cleaning cuts and within the phose space defincd by the di-jet analysis (angular 
comlation between jets) that is Q2 > 10 GeV,  IO-' < z < IOe2, E.1 > 10 GeV 
and y > 0.04. The data an s h o w  us black dots und the Monte Carlo simulutionr 
histograms. Statidical errors only. 



Chapter 6 

Jet Physics in DIS at HERA 

6.1 Introduction to Jet Studies in QCD 

6.1.1 Hadronic Final States Observables and Jets 

Unlike lepton, photons, W or Z bosons, partons csnnot be either observed directly or 
reconstructed in a detector. Their very existence anses from theoretical concepts, in 
particulat fiom goup theory. But in order to relate the experimental observations to 
the theory, some quantities need to be dehed,  which should cany information about 
the underlying parton processes. In addition to obvious experimental constraints 
(the quantities must be detected unambiguously and separated kom the background 
ptesent in the detector), t hese observables must obey some theoreticd requitements 
without which no stable conclusioion cm be drawn. The most important of them is to 
make sure that effects due to soft (low energy) and collineu particles are s m d .  As 
has been shown in section 2.3.1, these particles lead to divergent partonic cross section 
in the standord Feynman grsphs and special techniques (eut-off, dimensional regular- 
ization) have to be applied to remove these diveqencies. This is why any observable 
whose value depends on these soft and collinear puticles cannot have an unambiguous 
theoretical treatment. This leads to the property of "idta-red safety": A quantity 
S which depends on a certain number of partider moments ( p l ,  p$, , $, , f i )  ia 
said to be infra-red safe if itr value does not change when a partide iil added which 
is either collinear to one of the & or which has a vanidhg momentum (# = 0). 

This con be translated by the mathematical formula: 



where X is a real number between O and 1. 

For instance the multiplicity of charged particles in an event is not an infra-red safe 
quantity but the transverse momentum PT spectrum of these particles is. The search 
for 'infra-red safe" quantities in deep inelastic scattering is one of the most important 
efforts to relate theory to experiment. A standard example of "infra-red d e "  qusntity 
is the total inclusive cross section of the process, q,: ss the loft and coliineéu con- 
tributions cancel out when summing over all contributions, adding a soft or collinear 

particle does not change the value of utot. Othet quantities c m  be derived fiom the 
so-called "hadronic final state" of a process, which is, in HERA, one of the possible 
states of the hadronic energy in which the proton can fluctuate after the collision with 
the probe, the virtual photon. This corresponds to the projection of the proton wave 
function on a particular state. The sphericity of an event or the angular distribution 
of the energy in the detector are uamples of hadronic final state quantities which 
irnplement the requirement of "infra-red safety". These quantities relate the global 
properties of an event to the theoretical Lamework and allow predictions to be tested 
accurstely on an event-by-event basis. They can be predicted by perturbative QCD 
but the calculations are more difficult and less rigoroua than for atot and the influence 
of hadronization can be large so that a definitive statement on parton level properties 
is sometimes hard to make and dependent on long range physics (see chapter 2). 

An attempt to improve the conespondence between quarks, gluons and the final states 
observables leads to the definition of the "jets". These objects are collimated subsys- 
tems in an event, often (but not always) clustered according to the energy deposition 
in the detector. They diner fiom the previous quantities by the fact that they are 
closely related to the history of a single parton evolution and therefore leas Uely to 
be sensitive to the non-perturbative fkagmentation processes. This argument relies 
on the property of local "hadron-parton" dudity [84], that t the ob8ervation that 
long range processes, which are responsible for the hadroniaation mechaniam, create 
a s m d  amount of transverse energy in the detector and therefore do not affect the 
topology of the high transverse momentum partons; the jet8 which are subsequently 
obsetved by dustering final state partides (hadrons) will therefore have a ttansverse 
momentum dose to the fometly created partons. 

Like the former obrervables, jets are known to be infia-red safe quantitier and there- 



fore reliable theoretical predictions on the jet cross sections or on the angular distri- 
bution of the jets can be made. Expcrimentally, jets are usually defined as dusters of 
calorimeter cells. They can also be defined in the theoretical kameworks as a clusters 
of four-momenta partons coming from QCD radiations or of final state particies after 
hadronization. But the correspondence between the real parton four-momenta and 
the jet energy and position is not petfect, as the jet is always d e h e d  according to an 
algorithm which merges the various paxticles in the event. The relation between the 
partons and the jets might strongly dcpend on the choice of the dgorithm. 

6.1.2 Standard Definitions and Jet Algorit hms 

One of the first attempts to use jets to relate urpenmental results to theoretical 
predictions was performed by the JADE collaboration using the "minimal invariant 
mass" or JADE dgorithm [85]. To define a jet, thia aigorithm loops over any pair of 
particles pi in the sample. If the minimum i n d a n t  mass of a parton pair is smaller 
than a fiaction y of the center of mass energy of the event (yu, where s is the center 
of mus  energy of the collision), the partons are merged into a new object: 

where i and j run over all the putides in an event. The algorithm then keeps merg- 
ing particles until ail pairs of "partides" have an invariant mass larger than ys. All 
the thus remaining pseudo-particles are then called 'jetsn (experimentally, at HERA, 
one introduces on extra partide curying infinite momentum in the direction of the 
incoming beam in order to simulate the proton remnant and mage the partides close 
to the proton beam line to the remnant). This simple algorithm hm however short- 
comings when describing soft parton emissions (that is emissions of partons with a 

amall amount of energy, often collincar to the parent parton) and leads to the creation 
of S ~ U ~ O U S  ("ghostn) jets which momenta does not coincide with an apptoximately 
collineax set of particle8 [86]; in figure 6.1, one can set an example of iuch creation 
of "ghostn jet: the two aoft giuons ut merged into a jet whose momentum does not 
coincide with any of the hard partona momenta. Such a behavior create~ large dis- 
crepancies between the jet ctoiis sections and the NLO predictionr at parton level. 

To overcome these problems, a new algorithm has been auggested: the 'Diuhrrm" or 
'hW dgorithm [87] which dusteril particles in the ~ a m e  way aa the Jade dgorithm 



Figure 6.1: The gluon, 1 and 2 a n  merged ànto the jet 12. The event h then clas3zfied 
as a thne-jet  event, although then are only two hard partons. 

but instead of comparing the invariant mass of the two particles, it compares the 
minimum relative transverse energy of the two-parton system to a cut-off yat: 

The yme introduced here depends on some ubitrary scale of the procese (which can 
also be taken M a constant). As in the previous case, a pseudoparticle of infinite 
momentum in the z direction can be introduced to simulate the proton remnant. The 
jet fiactions which are obtained with this algorithm are in better agreement with 
the pndictions of petturbative QCD . However , t his algorit hm has some uperimental 
drawbadre which will be briefly discussed in chapter 8 and its performances in the 
forward region are limited. 

The two previous kinds of jet &orithms belong to the so-called "cluster" type. Be- 
cause of their theontical and experimentd limitations, a second dass of algorithm is 
prefetred: the "conen type [88]. In the previous cases, all the energy available in the 
collision wiu adgned to a jet (which could poisibly be the proton remaant). Here, a 
fiaction of the totai available energy, contained in a fixed solid angle, is cdled a jet 
if the totd tnuisverse energy in this rolid angle ir larger than some cut-off (urudy a 
fëw GeV. The d u e  of t h i ~  eut-off ETImin U L ~  the cornpuison with the SC& of the 
procesr WU be discusrd later). Thetefore iome of the available magy of the procers 
can be found outiide the jets. 

One of the tirrt attempts to ure such algorithm w u  perfomed by Steerman and 



Weinberg [89]: they ciaasified a final state as a two-jet system if all but a fraction c 

of the total energy available was contained in a pair of cones of half angles 6. This 
dowed cornparisons of jet cross sections with leading order predictions. At next-to- 
leading order, the contribution of the three-jet systems become significant and the 
cornparison breaks down. 

A more flexible way to define a jet with the cone algorithm is to introduce a distance 
R, M R = Jm, where A4 is the difference of azimutha1 angle between 
the object to be merged and the "seed" of the jet (which later becomes the center 
of the cone) and Aq, the difference in pseudorapidity. All the objects within a cone 
radius R (usudy taken to 1 in HERA) are merged and a jet is found if the sum of the 
transverse energies of these objects is larger than the eut-off ET,min. The Linernatic 
parameters of the jets are defined accorâing to the Snowmaes convention [go] or "pTn 
scheme: 

i€ Jet 

In this case, the convention defines the transverse momentum as 

The jets are therefore mariilers by construction. This aigorithm is easy to use and 
fairly intuitive (in thiii study, the aigorithm used is PUCELL. Its exact impiemen- 
tation of the algorithm in the curtent study will be described in the appendix B). 
It haa however ehottcomings kom a theoretical side. The propertier of the cone jets 
depend on the number of putideil in the jet, and differenceil c m  oecur when corn- 
paring putons (wherc thete are asuaily a few paxticles only) to hadrons (where the 
number of partides in a jet is usudy quite luge) [91]. Depending on its width, a 
one-jet event at puton level (which occuis fot instance when dustering two partons 
into a jet) can become a two-jet event at hadron level. To ded with thii problem, 
a phenomenologîcal parameter, R ,  has been introduced, which sets a Hmit to the 
maximal distance between two partons in a jet (021 (instead of 2R). R., ir selected 



at both experimental and theoretical levels and its value is tuned in the central region 
of the detector so that the jet rates at both levels match. 

6.1.3 Examples of Jet Physics at HERA in DIS 

For more than a decade, jets have been used extensively in Deep Inelastic Scattering. 
These objecte are ided to probe perturbative QCD, as the amount of hadronization 
correction is expected to be s m d  [93]. The determination of QCD parameters, like 
the strong coupling parametor a,(Q2) has been presented as an ideal field to test 
their performance [94]. But jets are also used to probe non-perturbative quantities 
like the gluon density of the proton (951 and the interna1 properties of jets can be 
used to study the different fragmentation properties of quarks and gluons, in partic- 
ular through jet shapes (961. 

Determination of a# 

As we saw in section 2.2.1, in the QPM (quark parton model), the process 7q -t q 
gives rise to a one-parton eystem, that is a one-jet system if the parton is resolved 
as a jet. In the b s t  order of a,, the diagrams pictured in figure 2.3 give rise to a 

two-jet system. In the HERA convention, such a system is called "2+1" jet event, 
the "2" referring to the two hard jets and "+ll', to the associated proton remnant. 
In the first order of a,, two diagrams contribute to the total cross section: the Boson 
Gluon hision ( 7 q  -, qij)  and the QCD Compton (yp + qg). The determination of 
the strong coupling a# can be made by mescruring the rate of 2+1 jet events, starting 
at high Q2, when the QCDC dominates. As wil l  be shown in the next subsection, 
at low Q2 and low x ,  the BGF process is used to determine the gluon dendty of the 
proton. The 2+1 rate is 
the 2+1 jet production 
under consideration. At 

defined as: R2+i = ", where u2+1 is the cross section for 
and crtet is the total cross section in the rame phase space 
leading order, the 2+1 jet cross section can be expresied as: 

where e, contain the h u d  mat& elementr coefficients and the contribution of the 
parton denrity. The firnt index i refers to the jet multiplicity including the remnant 



and the second index j refers to the order of a,. a, io therefore the oniy free param- 
eter in this expression. 

However, we saw in section 2.1.3 that at leading order in a,, the process was very 
dependent on the renormalieation and factoriration scales. In order to determine the 
renotmslization scheme unambiguously, the cross section has to be evaluated in the 

The 2+1 jet rate in the experimental data must be corrected to the parton level in 

order to be compared to the NLO caiculstions, which are provided by adjustable user 
routines. 

In 1994, the ZEUS experiment measured the jet rates using the Jade algorithm and 
compared the results to two progams: DISJET [97] and PROJET [98]. In order to 
describe the 2+1 jet kinematics, 5 independent kinematic variables are needed (re- 
member than in the QPM, the 1+1 jet cross section depends only on two independent 
variables x and Q2); these variables are x ,  y (which were dteady defined in the QPM), 
z,, q5 and z, where, using the same convention than in section 2.2.1: 

where ( is the kaction of the proton's four momentum P carried by the incoming 
quark of momentum p: 

P = CP, (6.11) 

where pj is the four momentum of parton j. The variable z is then taken as z = 

min1,2(z1, a). 

Finally qb is the azimuthal angle between the parton plane and the lepton scattering 
plane in the haàronic center of masa. 

To determine the a, parameter, the measmement was performed in the kinematic re- 
don [gr]: 120 < Q2 < 3600 GeV2, 0.01 < z < 0.1 and 0.1 < y < 0.95. An additional 
cut has been set on the z variable in order to remove tegions sensitive to idrared 



and collinear singularities: 0.1 < z < 0.9. The values of the jet rates in clXetent 
Q2 bins c m  be found in (941. The jet rates were compared to the NLO calculations 
as a function of several jet variables (2, z,, the transverse momentum pr and the 
i n d a n t  mas8 of the two-jet system mij). In figure 6.2, one can see that the data are 
in good agreement with the theory calculations. Findy, the determination of a, has 
been performed by varying the scale AQcD until the best fit to R2+1 was obtained 
(see figure 6.3). 

The value of a, at  the mass of the 2" was found to be (for AQcD = 200 GeV): 

which is close to the world average 0.119 f 0.002 [99]. 

ZEUS 1994 

Figure 6.2: Cornparison of the 2+1 jet rate as a function of four kinematic variables 
with the NLO pndictions: a) z, 6) zP, c) pr and d) mij. The data poinb arc C O ~ T C C ~ C ~  

to the parton level and a n  plotted with statistàcul errora only. 
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Figure 6.3: Measund a, in three different Q2 regioru. The dashed curues represent 
a, with AqcD = 100,200 and 300 Ge V. The statidical e r o r  bars correspond to the 
znner bars and the aum in quadrature of statist2cal and syatematical e r o r s  a n  the 
thin error  bars. 

Gluon Density from Jets 

In the QPM, hslf of the momentum of the proton is carried by the gluons. Measur- 
ing the gluon content of the proton is therefore an important test of QCD. These 
measurements con be performed indirectly by fitting the Q2 dopes of the structure 
function F2 of the proton [100], but are limited in the x range. A direct method to 
measure the momentum distribution of the gluon content of the proton fiom the 2+l 
jet rate ha8 been propoaed in [loi]. At leading order in a,, two processes contribute 
to the two-jet production as we saw in the previous action: the BGF and the QCDC 
procesnea. With an appropriate aet of cutr, one can obtain a sample enriched with 
BGF eventr, where the gluon couples to the uchanged boson to give rise to two 
quark jets ( m e  figure 2.3). At leading order, the momentum kaction of the gluon 
participating in the interaction, z, is given by: 



xo = x ( l +  mtj/~ ' ) ,  

where m, is the invariant msss of the quark-antiquark pair. 

At low x, the 2+1 jet cross section c m  be written as: 

where Csar is a coefficient which cm be computed in pQCD and AQcDc is the back- 
ground due to the QCDC process. The strong coupling is assumed to be known and 
taken from the Perticle Data Book (PDG) world average. The iunction G(x,Q2) 
c m  therefore be determined when compared to the Monte Ca10 prediction using the 
formula: 

- f ( ~ ) n e o r G ( ~ ,  Q2)~c C.MC G(x ,  Q2)neaa - (6.15) f (ZINC CDATA ' 
where the subscript MC niers to the distribution obtained in the Monte Carlo sim- 
ulation, f(z) is the distribution of x, as a function of z and L is the luminosity of 
the sample. To make this cornparison, the data must be corrected to parton level as 

in the previous section. This involves, as we said earlier, large uncertainties duc to 
hadronization effects. 

The ZEUS collaboration has measured the z, distribution, using the cone algorithm 
(radius of 1) in the laboratory system and in the centa  of mass hame to deter- 
mine the 2+1 jet cross section [95]. The measurement covered the kinematic range: 
0.01 < z < 3 0.03, Q2 > 10 GeVa and 0.005 < z, < 0.1. The jets have b a n  selected 
if their pseudorapidity r) was lesa than 2 in the laboratory frame and -0.5 in the HCM 
frame (for experimental purposes: the forward region is quite difficult to h a d e  as we 
are going to see in the following). Their transverse energy was required to be lsrger 
than 3.5 GeV in the laboratory fiame and 4 GeV in the HCM. The background duc to 
the QCDC process uid to the QPM (whcre one of the jets is coming fiom energy fluc- 
tuations due to hadronization eflects) w u  determined by the Monte Carlo simulation. 



The Hl experiment performed a similar analysis [102] at smaller z: 0.0003 < x < 
0.0015. The x, range was: 0.002 < a,  < 0.2. The measurement confirmed the steep 
rise of the gluon density at srnail x (which has been seen by indirect measurements). 

Recent progress on this analysis focus on cornpanng the data to the NLO corrections 
which are now available in prograrns like MEPJET [53], DISENT [54] or DISAS- 
TER++ [55]. These d o w  a more precise comparison with the 2+1 jet rate in the 
data. However until now, the data reveaied a jet rate about 30% higher than the 
NLO predictions [103] (this problem wil l  be addressed in the chapter 7). 

Other attempta focus on meamring the gluon densities at lower z and x, where indi- 
rect measurements are limited by large systematic errors. However, the various effects 
leading to the 2+1 jet production are not yet clear in this extreme region and a bet ter 
understanding of perturbative QCD and hadronization is needed before completing 
this effort. The curent analysis is an example of such an attempt to understand this 
difficult region. 

Jet Shapes in DIS 

Not only the jet rates and cross sections can be predicted by pQCD, but also the 
interna1 structure of the jets. Using a cluster algcrithm, one can for instance increase 
the resolution power of the jet to observe smder  5ub-jets" within a jet. This is 
consistent with the theoretical concept that the jet width is not only arising from 
smearing in angle due to hadronization but also fiom the clustering of several par- 
tons within a jets [104,105]. PQCD also predicts that the width of a jet depends on 
the type of parton (quark or gluon) which initiates the process; thus gluon jets are 
predicted to be broder than quark jets, which is due to a property of the gluon-gluon 
coupling which stronger than the gluon-quark coupling [lO6]. 

In 1995, the ZEUS collaboration has measured the dülerential and integrated jet 
shape for neutral and charged cumnt in DIS, using the cone algorithm (radius 1). 
The differential jet shape ia defined as the average fiaction of the jet transverse energy 
that lies inside ui annulus in the q-4 plane of inner (outer) radius T-Ar12 (r+Ar/2): 



where the radius of the cone jet is R and ET, je t (~  - Ar/2, r + Ar/2) is the transverse 
energy in the given annulus. Nieta is the total number of jets in the sample. 

The integated jet shape is defined as the average fraction of the jet transverse energy 
that lies inside an inner cone of radius r concentric with the jet axis: 

The measutement was performed for Qz > 100 GeV2. The jets were required to have 
a transverse energy E$'~ > 14 GeV a pseudorspidity lying within: -1 < < 2. 
Figures 6.4 and 6.5 present respectively the differential and integrated jet shapes 
compared to d o u a  Monte Carlo predictions in bins of ET uid q. The jets become 
nsnower with increasing ET, which is consistent with the QCD predictions. All the 
modela are in good agreement with the data, except PYTHIA which exhibits too 
nanow jets. These results were compared to the p# meamrements fiom DO and 
CDF [107, 1081 and to the e+e- measurements from OPAL [log]. The HERA jets 
were found to be nanower than the pp jets, which is consistent with theoretical 
expectations, as there is a laqer gluon jet contribution at the Tevatron than at 
HERA. The measund jet shapes of ZEUS were similat to the e+e-, where the jets 
an mostly qua& initiated. This shows the universality of the QCD radiation for a 
quark-initiated process. 
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Figure 6.4: Meatund dz~enntial  jet shapes corncted to hadron level, as a finction of 
the tratuvcrsc e n q y  of the jet, EP, and the pseudo-rupiditg of the jet, qjet ,  compand 
to three Monte Curlo predactions: PYTHIA (dotted Eanes), ARIADNE (solad lines) 
and MEPS (dashed lines). The data a n  s h o w  at~ black dota. The errors which a n  
displayed are the sum in quadrature of the statittical and the systematic e m r s .  
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Figure 6.5: Measured integrated jet shapes comcted to hadron level and compared to 
three Monte Carlo pndictzons: PYTHIA (dotted lines), ARIADNE (solid lines) and 
MEPS (doshed lines), os in figure 6.4. 



6.2 Jets as a Probe of Parton Dynamics at Low x. 

The low x regime is one of the most difficult and challenging phase space regions to 
study for both inclulve and final state analyses. As an example, out of the three 
analyses presented in the previous sections, two (the jet shape analysis and the a, 
determination) limit themselves to the extreme high-Q2/high-x region, and the third 
one (determination of the gluon density ), which probes lower Q' values, has experi- 
mental and theoretical uncertainties such that it cannot go down beyond x E  IO-^. 
As it was shown in section 2.3.1, the reason ia that multi-gluon production dorni- 
nates at these values of x snd Q2, so that the standard perturbstive picture of the 
parton evolution breaks down. Contributions from non-perturbative effects, such as 
Soft Colour Interaction (see section 3.3.3) or hadronization effects make it difficult 
to interpret the results as pQCD effects. A better understanding of this kinematic 
regime is therefore mandatory to extract information on the various parameters and 
distributions predicted by pQCD. 

The use of hard jets in this region is an excellent alternative to inclusive analyses. It 
shouid decrease the sensitivit y to hadronization effect s and improve the interpretation 
in terms of pQCD predictions. As it was mentioned in chapter 2, two jet analyses 
(among others) were suggested to study the parton dynamics: the angular correlation 
between jets [Il01 and the forward jet production [lll]. The strategy in particular 
aims to discriminate between the two leading order set of equations describing parton 
evolution in DIS: the DGLAP and the BFKL pictures. A description of these two 
analyses is given below. 

6.2.1 Angular Correlation Between Jets 

We saw in section 2.2 that the evolution equation describes the time scale between 
the longrange processes such as hadronization and the short-range processes such as 

leading order QCD matrix element calculations. This intermediate phase space c m  
be pictured as in fi y r e  2.4. At low z, the BGF is the main diagram contnbuting to 
the jet production, this is why the t-channel propagator, which initiates the proceas, 
in figure 2.4 is drawn as a gluon ladder. In figure 6.6, the two possible cases of such 
processes are pictured. In case a), either there is no parton emission kom the gluon 
ladder or these parton emiseions do not yield a large overd transverse momentum. 
This is typicdy the case at  high zz, where the momentum of the gluon propagator is 



large, or in the DGLAP picture, where the parton emissions with large kT axe sup- 
pressed due to the requirement of strong ordering in transverse momenta. The two 
leading order jets are carrying all the transverse momentum of the process and must 
therefore be strongly back-to-back correlated in the hadronic center of mass system 
in order to conserve energy and momentum. In case b), some transverse energy is 
carried by the gluon rungs emitted fiom the gluon ladder. This can happen if the kT 
of the partons is randomly distributed dong the gluon lsdder as in the BFKL pic- 
ture. There, the two leading order jets are carrying only part of the total transverse 
momentum of the process. In the HCM frame, this will translate as a weakening of 
the azimut hal correlation between t hese two jets as the remaining transverse momen- 
tum can be compensated by the kT of the higher order partons. This effect must 
increase as x (or 2,) becomes smder  because multi-gluon emissions are becoming 
predominant. Therefore, at s m d  x, instead of having A4 distributions peaked at 
the value of n, broader azimuthal distributions are expected. However, in practice, 
these distributions can also be accounted for NLO processes where a third hard jet 
can balance the transverse momentum of the other two leading order jets. 

Cdculation at leading and next-to-leading order have been performed in [llO] using 
the PRO JET package and the A4 dependence of the di-jet cross section has been 
evaluated for Q2 > 10 GeV2. The jets were required to have E t  > 10 GeV2. For the 
NLO calculations, the third jet was required to be E; c 10 GeV2, so that it sirnulates 
a relatively soft parton. It should be added that in these calculations, both the NLO 
and the BFKL predictions have been made at parton level without using a jet algo- 
rithm. A one-to-one correspondence between the parton and the jet was assumed. 
Figures 6.7 show the dependence of the differential cross section on the Mtiable 4 for 
two values of Q2 and three values of x .  In the region where A4 N T ,  the two jets 
usually have low moments. This leads to larger hadronization correction8 and this is 
why this region ia not shown in the figures. The NLO distributions are f a n g  sharply 
for Ac# < 2.8, whereas the BFKL cuve  d b i t s  much broader t d s .  At the parton 
level, this distinctive effect can be interpreted as a c l e u  aignal of the BFKL dynamics. 

In order to reproduce this effect in the data, the cone algorithm as described eulier 
is used with a radiur of 1, in order to  determine the two leading order jeta. The jets 

are found in the laboratory kame and then boocrted to the HCM fiame to h d  out 
the values of the kinematic parameteta (ET, E and r)) in this fiame. 
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Figure 6.6: a) Dijet production through the BGF pro ces^. No initial date parton 
emission, or no kT production in the gluon ladder: in the HCM, the two jeta ore 
bock-to-bock comlated. b) Dijet production with parton emissioru. The overall kT 
produced by the initial date emissiow balances the kT of the turo leading d e r  j e t s  in 
the hadronic center of mus fiame. 

In the DGLAP scheme, the parton emissions are ordered both in xjet and in k ~ ,  
while they are only otdered in xiee in the BFKL scheme. In order to select the two 
leading order partons, the jets an therefore sortcd in the HCM according to their 
pseudorapidity 7 (which is equivalent to sort the jets by ziet) and the two jets with 
the highest 7 are marked as the leading order partons. These jets are compared if 
they obey the following criteria: 

In order to have reaionably hatd jets, the transverse momentum in the labota- 
tory fiame is required to be ET,l > 4 GeV, and ET,P > 6 GeV. The indice8 1 



and 2 are not specific for the jet selected. This only means that one of the jets 
is required to have a transverse energy larger than 4 GeV and the other, larger 
than 6 GeV. The reason of this asymmetric cut will be explained in section 
7.3.2. 

As the 4 distribution is observed in the HCM frame, the transverse energy of the 
jets in this frame is also required to be within EzfM > 4 GeV, and ~ f f *  > 6 
GeV. 

a In order to reconstruct accurately the jets, in a region far enough from the 
proton remnant and where the position resolution is not degraded by the sise 
of the calorimeter cells, the pseudorapidity r) of the jets in the laboratory frame 
is required to be within -2 < r) < 2.2. 

a A cut is applied on the difference between the pseudorapidity of the jets in the 
HCM fiame: AvHcM > 1.2. The reason of this eut will be explained in the 
next chapter, as well as its consequences on the theoretical predictions. 

Findy, to make sure that the selected jets are coming ftom the box diagram 
and not kom radiations from the gluon ladder, a requirement is set on the 
pseudorapidity of the jets in the HCM frarne: r)HcM > 0. 

The lad cut was suggested by theorists working the subject (1121. Unfortunately, 
there is not so far a BFKL Monte Car10 mode1 which could optimiee these cuts. All 
the information relies on t heoretical calculations. 
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Figure 6.7: Diffenntial two-jets cross section os a finction of A4, the dàffennce 
in ozimuthal angle between the two jets in the HCMfrorne.  The curves reprisent the 
BFKL pndictions whàle the hbtogram show the NLO calculatio~ (using the program 
PROJET) for vurious values of z and Q2. 



6.2.2 Forward Jets 

Figure 6.8: Forward jet production in DIS. p~ is the traruverse momentum of the 
emitted parton and xi U the fraction of longitudinal momentum. The forward jet is 
the parton with the largest %jet.  

A second attempt to probe the parton evolution is the study of forward jets at low 
2. The method was proposed by Mueller in [ I l l ]  and studied by the Durham group 
in [38]. In order to probe the parton dynamics at low x ,  the strategy is to look at the 
bottom of the gluon ladder pictured in figure 6.8. The last parton emitted is treated 
inclusively as a probe of the dynamics of the process. The idea cornes once again 
from the difierence in the ordering of the parton emissions between the DGLAP and 
the BFKL schemes. In the DGLAP picture, the last parton emitted has the smdest 
transverse momentum of all (because of the strong ordering in pr requirement) 
and the largest fraction of longitudinal momentum, qet. This also means that this 
jet is the most forward one, as xjet = pZ/ppnon = E -cor8/ppd,. The luger x jet is, 
the doser the process is to the so-cded high energy limit (1131. This c m  be shown by 
looking at the patton-photon center of mass energy ( x l  is the fraction of longitudinal 
momentum of this first jet, pl E z l p  is the momentum of the puton 1 and q is the 
momentum of the photon): 

Therefore, if x jet > z, the putonic ctosr aection becomes vesy large. Besides, because 
of the ozdehg in the tranrverse encrgy of the emitted partons, if this psrton h a  a 



momentum pr comparable to the scale of the process (here Q2), this emission will be 
suppressed in the DGLAP scheme. On the other hmd, the BFKL scheme predicts a 

random pr distribution dong the gluon ladder. The evolution is nevert heless strongly 
ordered in 2j.t. The last emitted parton, with the highest xjet can therefore have a 
pi of the order of Q2. 

Thcrefore the two following requirements suppress the phase space for a DGLAP- 
based evolution, whilc they enhance the contributions of a possible BFKL-type pro- 

cess: 

The forward jet cross section has been formally cakuiated in [Il31 and numericd 
estimations have been performed. It has been found to be: 

Where p is an exponent depending on the factorization scale of the process and 
Ne is the number of active colors. Let's note that the forward jet cross section 
grows like the gluon density: in section 2.3.3, we showed that x g ( x ,  Q2) sz zdA, with 
A = *ln2 z 0.5. 

Expanding the exponent in eq. 6.19, we obtain: 

This is the standard perturbative expansion in terms of leading ln(!) predicted by the 
BFKL equation. The first term of this expansion ('1') corresponds to the emission 
of a forward parton on top of the fixed matrix elements calculated kom the quark 
box to which the photon couples. It is therefore similu to the NLO caiculations in 
the DGLAP perturbation theory. The second term corresponds to the emission of 

s second parton between the forwud goiiy parton and the quark box. Each higher 
t e m  of the perturbative upansion comsponds to a new gluon emitted between the 



forward jet and the leading order partons coming from the mat& elements. Because 
it is a leading ln(;) expansion, each new gluon is emitted far in Z J , ~  (and therefore in 
rapidity) from the previously emitted partons, leading to parton emissions strongly 
ordered in rapidity. Nevertheless, because of the NLO corrections to the BPKL ker- 
ne1 (set chapter 2), we expect that this strong ordering in rapidity breaks down. 
The results would be a total cross sectioc growing as: u - where AA is 
the outcome of the NLO corrections (large and negative) to the BFKL kernel. This 
would result in a mach flatter and smaller cross section. However, so far, the NLO 
cottections have only be evaluated for the total cross section [32]. Their application 
to specific hadronic hal states is not yet certain and the above estimation can at 
best be taken as a rough estimate. 

Experimentdy, to select the forwaxd jets in the data, the cone algorithm with a 
radius 1 is used, as in the previous analysis, and the following cuts an set: 

x jet > 0.036. This cut selects high energy jets at the bottom of the gluon ladder 
(it also makes sure that we probe higher orders of a,). At low x ,  it enhances 
the contributions from a BFKL-type evolution. The d u e  of 0.036 is set to be 
roughly consistent with the other Linernatic cuts (ET and 7). 

0.5 < E ~ ~ / Q ~  < 2. Together with the previous one, this eut suppresses the 
phase space for DGLAP evolution. Within the cone algorithm, the transverse 
energy and the transverse momentum are equal. 

The jet selected is required to lie in the target region of the Breit framel: 

pi,~,.it > O. This cuts prevents the leading order jets from the quark box fiom 
contributing to the jet cross section. This c m  happen at  high x, where xiet - x .  

0 To make sure that we nevertheless observe hard jets, a cut on the transverse 
energy ET > 5 GeV is nece~sary. 

0 The pseudorapidity is required to lie within the range: O < 7 < 2.6. The lower 
cut is not tedy  necded as the requinment on x jet selects jets with r )  > 0.5. 
The upper eut is needed for experimental reasons. First, the jets have to  be 
fuily contained in the calotimeter and the lmt cell is a t  7 - 3.7. Beddes, 
the correlation between detected and true jets is getting worse at q > 2.6 (sec 
figue 6.9). Thia b due to the bad position rerolution in the forward region of 

'For a definition of the Breit fiame, m appendix C 



the calorimeter, as an effect of the granularity of the cells (see section 4.2.1). 
Finally, because of the original boost, the proton remnant deposits a lot of 
energy in the fotward ngion and the separation of the forward jet fiom the 
remnant is quite difficult in this region. This issue will be treated in the next 
section. 

Figure 6.9: Correlation between the pseudorapidities ut the detector leuel and al the 
hadron or true leuel. AI1 the cuts (section 6.2.2) but the one on the jet pseudorapidity 
have éeen applaed. The vertical and horizontal lines correspond to the value of the r) 

cut. At qJCr > 2.6, the cornlution starts to worsen. 

6.3 Some Properties of the Jets in the Forward 
Region 

The forwud region of the ZEUS calorimeter is known to be very chdenging to study 
and it is utcluded from most of the physics analyses made at ZEUS. The t h m  main 
reasons for this are: the hole in the detector due to the beam pipe and the energy 108s 
which follows, the presence of the proton remnant, and the reconstruction accuracy 



which is limited by the coarse grsnularity of the calorimeter ceb .  As we want to 
study jets which can be very close to the beam pipe, it is important to check that 
their behavior can be predicted kom a theoretical and an experimental sides. These 
jets might also receive contributions kom the proton remnant. One of the goals of 

this section is to estimate how large these contributions can be. Unfortunately, there 
is no mode1 for the behavior of the proton remnant, the dissociation being bound 
by too many uncertaintics (the boost, the effect of the hadronization ...). So fat, it 
has not been possible to make a quantitative prediction for the average amount of 
energy which arises from the remnant. The following arguments wil l  therefore be 
mainly qualitative; their purpose is to convince ourselves that the measured jets are 
not merely energy fluctuations of the remnant. The study WU be performed with the 
cuts defined in previous section (forwmd jets). 

6.3.1 Energy Flow around the Jets 

The first check which is petformed is the study of the energy flow around the forward 
jets. AU the calorimeter cells with a significant energy deposition are considered with 
respect to the position of the center of the jet and averaged over all events with a 
forward jet. As the cone algorithm has a radius defined as a function of the pseu- 
dorapidity 7 and the azimuthal angle 4, it is natural to express the position of the 
calorimeter cells as a function of these two variables. In the following, the differ- 
ence between the pseudorapidity of the jet and the cell pseudorapidity is called AB: 
A7 = r)j.< - qceil. The forward direction (direction forward wit h respect to the jet po- 
sition) lies thetefore in the negative values of Ar). The ciifference between the wimuth 
of the jet and the azimath of the cell is c d e d  A& 4 4  = 4jet - +ceil. In figure 6J0,  
the transverse energy flow in the 1995 data with respect of the jet position is plotted 
as a function of AT and At$. This transverse energy flow is plotted in various q bins, 
where q is the pseudorapidity of the forward jet. The energy belonging to the jet is 
plotted as the shaded ana. Up to q of 2.5, the jet appecus to be very well sepsrated 
lrom the energy activity in the rest of the cdorimeter (represented by the blank his- 
tog~am). For q = 2.5, the jet can rtill be fairly well sepuated from the test of the 
event, but thir becomes more difiicult for 2.6 < r )  < 2.8. There, the jet looses its 
sharp peak structure and becomes rnuch wider. An ucess of energy which does not 
belong to the jet is virible in the region fotward to the center of the cone and can 
b d y  be disthguished fiom the energy hmde the jet. 



To better estimate the effect of the amount of energy forward to the jet's center (which 
could possibly arise fiom a contribution of the proton remnant), a cmss aection of 
the previous plot is shown in figure 6.11. Here, the transverse energy flow is plotted 
versus Ar) only, the amount of transverse energy being integrated over the full A# 
range (full line histogam) and the region where - 1 < A+ < 1 (dashed histogram). 
The characteristic peak structure of the transverse enetgy appears in ad the r )  bins, 
indicating the jettiness of the object found. However, for 7 > 2, a second peak ap- 

pears on the left of the jet f i s  (that is in a region which is forward with respect to 
the center of the jet). This second peak moves closer to the jet center in the high q 
regions and finally merges with the primary peak for r) > 2.6. This structure is very 
well reproduced in the Monte Car10 simulation (see figure 6.12). 

Interpreting this festure in terms of proton remnant is not ao straightforward. One 
has first to remember the structure and the shape of the calorimeter cells (see chap- 
ter 4). In the forwsrd region, these cells becomes wider and the gap between two 
cells becomee large. The position of a given cell in the calorimeter is given from the 
data base by the center of this cell. Therefore, the wider in angle the cell is, the 
larger the uncertainty on the position becomes. Part of the gap between the two 
peaks can corne from the empty space which lies between two cells in the forward 
region of the calorimeter . When the jet is very forward (typicdy 7 > 2.6), it merges 
these very wide cells and the position reconstruction becomes unaccurate, which may 
explain its flattening and widening. However the contribution from the energy of the 
proton remnant in the forward region is aiso quite important and must be taken into 
consideration for a correct interpretation of the results. 

6.3.2 Jet Shapes 

The contribution of the proton remnant and the accuracy of the jet reconsttnction 
should also reflect themselves in the internal structure of the jet. A usual way to 
look st the internal propertiecl of the jet b to atudy the jet shape. In section 6.1.3, 
the integral and dülerentiai jet shapes were defined: they picture the width of the jet 
and reflect how weil it is collirnated. At low x, we expect a much more important 
contribution fiom gluons than from quarks, and therefore, for reasons quoted above, 
we expect the jets to be quite large. 



In fi y r e s  6.13 and 6.14, the düfemitial jet rates in ET a ~ d  q bins are plotted for the 
data and the Monte Cu10 simulations. The dürerentid jet rate is defined as above in 
equation 6.16. All the cuts of the forward jet anaiysis, defined in section 6.2.2, have 
been applied (except for the r) cut on the last plot on figure 6.14). The first noticeable 
feature of these plots is that the differentid jet shape is more irregular than in the 
plots presented in section 6.1.3, espedally at high r )  and low ET. hrthermore, the 
amount of energy observed in the higher T I R  bins of each plot is much larger than in 
the previous plots, meaning that a substantial amount of energy lies outside the cone 
radius of 1. However, the con of the jets is still hard which means that the energy is 
in average collimated around the center. Another characteristic feature of these plots 
is that the jets tend to becomes broader when they axe more forwud (cf. figue 6.14) 
and less energetic (dfigure 6.13). This is in agreement with the QCD predictions for 
jets. 

These features are quite well reproduced by the AFUADNE model, while LEPTO 
does not describe the differential shapes as well and tends to find more energy in the 
tails of the jets. 

The integrated jet shapes are shown in figures 6.15,6.16 and 6.17. The same definition 
as in section 6.1.3 is taken. In figure 6.17, the integrated jet shape at a radius 
r = O.5R is shown (haü-way to the full width of the jets). These plots lead to the 
same conclusion aa the previoucr ones: the Mdth of the jet decreases with increasing 
pseudorapidity and with increasing transverse energy. The increase of the integrated 
width with increasing ET is well in agreement with the QCD prediction [114]. Once 
again, the ARIADNE Mode1 reproduces the jet shape fairly w d ,  whereas the LEPTO 
Monte Carlo yields systematicdy wider jets. If the width of the jet is a signature of 
its hardness , and therefore its relation to the hard perturbative physics, the data and 
AMADNE exhibits more perturbative-like jeta than LEPTO. 
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Figure 6.10: ?karuverse energy flow uround the ccnter of the jet ar a function of Aq 
and A+. The shaded region represents the eelfs belongang to  the jet, whale the open 
histograms pictun al1 the celh in the calorimeter. 
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Figure 6.11: lfansverse energy flow in the calonmeter uround the jet in the data. 
The shaded histogmm show the cells belonging to the jet. The full Zinc histogramr 
show al1 the cells in the culorimcter, integmted over al1 At#. The dashed hirtogramr 
picture the cellr in the colorimetcr integmted over IAd( < 1. 
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Figure 6.12: fiansverse energy j low in the calorimeter around the jet in the Monte 
Carlo simulation (detector level). The shoded histogroms show the cells belongtng to 
the jet. The full line histogrums show al1 the celh an the calorimeter, integmted over 
al1 A+. The diashed histograms pictun the cells in the calorimeter integrated oucr 
IA4  < 1. 
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Figure 6.13: Dàfferential je t  shape in variow ET bàns. The data a n  shown as dots, 
ARIADNE, as a full line and LEPTO aa a daahed Iine. StatUtical errors only. 
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Figure 6.14: Dàffenntial jet shape in various q lins. The data are shown as dots, 
ARIADNE, os a full line and LEPTO aa a dashed line. Statistical errors only. 
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Figure 6.15: Integrated jet shape in variow ET bins. The data are shown as dots, 
ARIADNE, os a fidl line und LEPTO o~ a daahed line. Statàstzcal errors only. 
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Figure 6.16: Integrated jet shape in uariow bins. The data a n  shoum as dots, 
ARIADNE, as a full line and LEPTO as a doahed line. Statktical errors only. 
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Figure 6.17: Integmted jet shape for T = 0.5R. The data a n  shown as dots, ARI- 
ADNE, as a full fine and LEPTO aa a dashed line. Statiatical errors only. 



Chapter 7 

Angular Correlation between Jets 

7.1 Introduction 

In the previous chapters, we explained why a better understanding of the low-x physics 
is a crucial step towards a global understanding of pQCD and how the jet observables 
could help us reaching this goal. In this chapter, the angular correlation between two 
jets in the hadronic center of mass frame will be studied. The correlation between the 
azimuthal angles of the two leading order jets, in this trame, is supposed to give a hint 
on the underlying parton processes (1091. The main purpose is to test the validity 
range of the DGLAP evolution picture. According to these evolution equations, the 
overd  transverse momentum carried away by the higher order partons (beyond lead- 
ing order in a.) is s m d .  Therefore the two leading order jets must be approximately 
back-to-back in the transverse plane over the entire kinematic range. In another type 
of evolution scheme, the BFKL evolution picture, the transverse momentum of the 
high-order partons could be comparable to the one of the leading order jets. There- 
fore, the correlation between the leading-order jets should become weaker when the 
multigluon emissions become large. This is the case when the scaling vkable z or 
the momentum fiaction carried by the gluon x, (described in the section 6.2.1) is 
s m d .  To study these processes, some cuts were applied which were described in the 
section 6.2.1 and are summarized in the table 7.1. The aim of this analysis ia to study 
the azimuthal angle A4 between the two leading order jets in bins of x and z, and 
see if, going to s m d  z and z, values, one can really observe a significant weakening 
of the azimuthal condation. 

The strategy used in this analysis is standard in high-energy physics and will be the 



same for the next study on forward jet: the data will be first compared to the Monte 
Carlo predictions at detector level. The Monte Carlo model which describes the data 
best d l  be used for the detector corrections. Once corrected back to hadron level, 
the data will be compared to the d o u s  simulations and some first conclusions on the 
validity of the models d l  be drawn. Findy, the data will be corrected for hadroniza- 
tion effects (to "parton level") in order to be compared to the NLO calculations. 

Eet > 10 GeV 

y > 0.04 

Q2 > 8 GeV2 

> 4 GeV, > 
H C M  > GeV, E ~ , ~ d 2  > 

-2 < rlJ(tb < 2.2 

IrCM > O 'bec 

~ 7 ) ~ ~ ~  > 1.2 

1od4 < x < IO-* 

6 GeV 

6 GeV 

Table 7.1: Selected phase space region for  the cross section rneasurement. 

7.2 Cornparison between the Data and the Monte 
Carlo Simulations 

The data which are obtained in ZEUS need to be correctcd for detector effects: all 
the subcomponents of the detector have a finitc acceptance, a certain resolution and 
the background arising kom the beam gas can contribute to spoil the accuracy of 
the measurement. The usual method to correct the data is to use the Monte Carlo 
model, which indudes a full simulation of the detector through the GEANT pack- 
age ( s e  chapter 3). The geometrical acceptance and the resolution of each one of 
the subcomponenti of the detector arc implemented in the simulation, as weil as the 
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Figure 7.1: Cornparison between the data (shown as full dots) and Monte Carlo sim- 
ulations for s i z  variables: a) Q2, b) E.1, c )  ~ J B ,  d) E - Pz, e) loglox, f) loglozo. 
The data are displayed os full dots. ARIADNE is shown as a full line, LEPTO as a 
dashed Zinc and HERWIG as a dotted line. Errors shown are statiatical only. 

beam gas background. The cornparison between the '%rue'' level, where no detector 
is present, and the detector level (alter the simulation of all the subcomponents) pro- 
vides the tool for the corrections. The technics and results of these corrections will be 
discussed in the next section. But before correcting the data with the Monte Carlo 
simulation, one needs to make sure that the model describes fairly accurately ail the 
distributions observed in the data. If this is not the case, the results of the correction 
might be inaccurate or completely wrong. 

it is extremely important that the Monte Carlo model describes the data in the par- 
ticular phase space undet investigation. We saw in section 5.3 that ail the models 



ZEU 

Figure 7.2: Cornparison between the data (shown as full dots) and Monte Car10 sim- 
ulations for four jets variables: a )  E&~, b)  Et,".y, c) d) r l H C M .  The data are 
displayed as full dots. ARIADNE is shown as a full line, LEPTO as a dashed Zinc 
and HERWIG as a dotted line. Errors shown are statistical only. 

provide a good description of the overd DIS kinematic variables. This is not enough 
to safely use any of these models to correct the data. For example, a mode1 like 
LEPTO which does not have the super-symmetry implemented could not be used in 
a leptoquark search, but could still desctibe the general Linernatics of the event in 
this type of snalysis. In figure 7.1, the differential cross section of the events at detec- 

tor level, within the phase space defined by the cuts in table 7.1, is compated to six 
general kinematic variables: Q2, the energy of the scattered lepton E,t, y ~ s ,  E - Pa, 
z and 2,. The data points are compared to three Monte Cario models: ARIADNE 
4.08, LEPTO 6.5 and HERWIG 5.9. The striking f e a t w  of these plots is that none 
of the Monte Cario describes the absolute nomabation of the data. ARIADNE p r c  
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Figure 7.3: Shape comparison between the data (shown as fil1 dots) and Monte Carlo 
simulations for ~ i z  variables: a) Q2, b) Eel, c)  Y J B  ) d) E - PZi e) loglor, f) logio+, . 
The data are displayed as full dob.  ARIADNE is shown aa a full lzne, LEPTO cs a 
dwhed line and HERWIG as a dotted h e .  Erors  shown a n  statistical only. 

dicts a cross section which is 25% too large, whereas LEPTO and HERWIG predict a 
much too small cross sections (by about 40%). In figure 7.2, the comparison is made 
between some jet variables in the data and in the Monte Carlo models: the transverse 
energy of the jets in the laboratory fiame, the ttansvezse energy in the HCM frame, 
the pseudorapidity in the laboratory frame and the pseudorapidity in the HCM fiame 
(all these variables are used in the seiection of the final sample). There again, none of 
the models cm teproduce the absolute normalization of the data in this phase space 
region. The reason for this is still unclta. All the Monte Carlo models have been 
tuned to describe the hadronic finel states in several distributions, like the hadronic 
energy flow versus the pseudo-rapidity, but fpil to describe these ones. This is also 
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Figure 7.4: Shape cornparUon between the data (shown a~ full dots) and Monte Carlo 
HCM simulations for four jets variables: a) Et:=,,  b )  ETjrt , C) d)  The data 

are displayed full dots. ARIADNE is shown as a full line, LEPTO aa a dashed 
line and HERWIC as a dotted làne. Errors shown are statidical only. 

the case in other di-jet analyses (üke the determination of the gluon density [114]). 

This normalization between data and Monte Carlo is however not critical. The cor- 
rection factors are ratios between the truc and the detector levels and the absolute 
normalization cancde out to the first order. It is however crucial that the shape of 
each one of the distributions agrees with the data, othetwise, migrations of events 
fiom bin to bin are not properly taken into account and the corrections might be 
biased. The ehape cornparison between data and Monte Carlo simulations is shown 
in figures 7.3 (for the general kinematic variables quoted above) and 7.4 (for the jet 
variables). Here ARIADNE and LEPTO give an accurate description of the shapc 



of most of the variables considered (except for the x ,  distribution in ARIADNE and 
both pseudorapidity distributions in LEPTO which seem shifted). These models c m  
therefore be used for correcting the vaxiables for detector effects. HERWIG, however, 
fails completely in describing the shape of the x distribution, so it c m  not be used to 
determine the detector corrections. 

7.3 Detector Correction 

Once the Monte Carlo models which describe the experimental data, have been de- 
termined, the correction procedure is fairly straightforward. The first step is the jet 
energy correction, in order to minimise the differences between the mode1 predictions 
and the experimental data, using the Monte Carlo simulations. Then, the same sim- 
ulations are used to evaluate the acceptance correction, purîty and efficiency of the 
sample, by a simple compazison between what has been generated (the true physics 
process) and what has been observed after the detector simulation. These numbers 
will be used to correct the data for both acceptance and migration. 

7.3.1 Jet Energy Correction 

The energy correction is a quite usual step in the study of hadronic final states, and 
in particular in jet analyses. This is not strictly speaking mandatory for the final re- 
sults. As a matter of tact, the full acceptance correction should also take into account 
the effects of energy loss in the calorimeter due to dead material (see chapter 4). For 
instance, let's consider a jet generated with a transverse energy ET, larger than some 

eut-of f minimum value ET to ensure that the jet cornes kom hard processes and not 
merely fiom energy fluctuation inside the calorimeter. Let's assume that due to dead 

cut-of f material, the jet loses part of its energy and is observed with an energy E+ < ET 
The jet will not participate in the observed jet distribution but WU be induded in 
the generated jet distribution. After looping over all the jets (and assuming that the 
energy loss is the only cause of discrepancy between true and reconstructed level), the 
number of jets ending up in the observed distribution wiU be smder than the number 
of jets ending up in the true distribution. Therefore, the amount of jets which are 

lost due to energy loss in the detector is part of the overd efficiency of the detector 
reconstruction. 



If the model would descnbe the data perfectly, there would not be a need for su& a 

correction. Unfortunately no model can pretend to reproduce exactly the energy loss 
within the detector so that discrepancies between simulation and rcality are dways 
present. Besides, there is at ZEUS an uncertainty on the total energy scde when 
comparing data and Monte Car10 simulation (1151 (the data are off by 5% in the 
BCAL and 3% in the RCAL, compaxed to the GEANT simulations. The energy scde 
discrepancy in the FCAL is knom less accurately but is believed t o  be on the otder of 

3% as in the RCAL). This systematic shift in the energy distribution could therefore 
bias the correction. 

Therefore such a correction has to be applied for any energy deposition in the calorime- 
ter and in particular for the jets. In figure 7.5, the relative difference between detector 
level and generator level jets if displayed (after ail the cuts Listed in table 7.1. The 
energy of the generated jets is 13%-16% larger than the energy of the reconstructed 
jets. This discrepancy is due to the energy loss of the jets in dead material in front 
of the calorimeter (see section 4.2.1). A standard and unified method for correcting 
this effect has yet to be determined in ZEUS. A numbet of ZEUS notes exist on the 

subject(see [116], [117], [118], [119] and [120] for a non-exhaustive List), but it is 
not the object of the present research to perform a comparative study of the various 
methods which have been tested so fax. The method presented here (the same will 
be used in the next analysis "forward jets in DIS") has the advantage of proviàing 
corrections which are Iittle affected by the statistical fluctuations. 

These corrections are known to be dependent on the geometry of the detector, so they 
are determined in various regions of pseudorapidity. Five regions have been selected, 
with approximately the same amount of statistics and dead material: -2 < q < - 1.2, 
- 1 . 2 < ~ < - 0 . 5 , - 0 . 5 < r , < 1 . 0 , 1 . 0 < ~ < 1 . 5 , 1 . 5 < i , < 2 ~ d 2 < i , < 2 . 2 .  

In each one of these regions, the correction factors C(EE) are averaged over the 
polar and azimuthal angle of the jets, which is reasonable as the physics is symmetric 
h . The corrections axe computed independently for E and ET in different bins 
of E and ET. The (transverse) energy of the detector level jets was then correctcd 

ETRUB 

uring the general formula: ~z~~ = C(E@f) x ER, where C ( E g )  = .-&. At 
El TI 

the detector level, the sample used for the correction is obtained by applying dl the 



selection cuts to the events except the energy and transverse energy cuts which are 
to be a iittle bit looser. The latter is important in order not to bias the correction by 
effects which are due to jets which will not end up in the final sample. The hadron jet 
is then selected within some loose cuts and matched to the acceptable detector jet by 
applying a distance criteria in the (r),r#) space: the hadron jet which has the smaller 
distance R = JAq* + A#*' with respect to the detector jet is chosen to compute the 
correction factor. An additional cut is performed to reject events where the closest 
hadron jet is still too far from the detector jet: R < 1. In order not to bias the sample, 

ETRUE 

a gaussian distribution is fitted to the ratio .%, in each E @ ~ )  and qDet bin, so that 4 T\ 
the hadron jets which are wrongly matched to'the detector jets are sitting on the tail 
of the distributions and thus do not contribute to the overall correction factor. In 
fig. 7.6, the values of these correction factors are shown as a function of the transverse 
energy in several bins of pseudorapidity (as the shape of the correction was flat as 
a function of the energy, the raw data were simply multiplied by a single number in 
the various 7 bins to account for the total energy loss). The correction is applied by 
multiplying bin by bin the energy (or transverse energy) of the jet observed in the 
detector by the result of the fit. 

Figure 7.5: Relative d2ference between the true and the observed (transverse) energy 
in the ARIADNE 4.08 rnodel. The systematic shzfl between true and obsetved energy 
diatribution U due to energy los8 in dead material. 



Figure 7.6: Transverse energy comction in variotu 7 bins. The result of the fit is  
w e d  to correct the detector level distributions (in the data and in the Monte Carlo 
rnodel). 



7.3.2 Resolut ion of the Kinematic Variables 

Before looking at the final value of the acceptance correction which will be applied 
to the data, it is important to evaluate the various contributions to this acceptance. 
The main one is the resolution of the various kinematic variables which are used in 
the cuts. These resolutions limit the purity and efficiency of the sample and can lead 
to large accept ance corrections. 

The estimation of these resolutions is also important in order to determine the bin 
width of the final distributions. This bin width should be chosen large enough as 

to minimise migrations from bin to bin (so that the final acceptance looks flat). In 
figure 7.7, we show the relative resolutions for the two variables x and x,. The relative 
resolution for an observable X is defined as: 

The x resolution is discontinuous in the two largest x bins. This is a feature of the 
electron reconstruction method: the resolution on the the reconstruction of the value 
of x depends on the value of y [121]. At s m d  y, the x resolution diverges with the 
electron method. At large x ,  smaller values of y are sampled and therefore the x 

resolution worsens a lot. The average resolution is around 16%. The x, resolution 
is much worse (around 23 %), because x, is a combination of event and jet variables 
which all have a large resolution. In figures 7.8 and 7.9, the resolution of the azimuthal 
angle ~ 4 ~ ~ ~ ,  between the two highest rlaCM jets, is shown. The resolution is defined 
by : 

= A&& - ad&!!, ( 7 4  

In figure 7.8, all the cuts have been applied except the one on ArlHCM (the difference 
between the pseudorapidity of the two jets in the HCM). The striking feature of this 
plot is thst a second peak appears to the left of the main one, in the low 64 HCM 

bins. This means that in most of the events, the two selected detector jets are not 
identified as the two hadron level jets. In these bins, the two detector jets are very 
dose to each other, sepasated only in pseudorapidity in the HCM. When two jets are 

close in pseudorapidity and in azimuth, th& distance in the (r) ,+) plane is s m d  and, 
providing that this distance is &O s m d  in the laboratory frame (which is the case 
for the cone algorithm as it is 1ongitudinaUy invariant), it might happen that they 
merge to  give one jet once teconstmcted at detector level. In Lgtue 7.8, the second 



Figure 7.7: Relative resolution for Iwo variables r and x, .  Al1 the cuts listed in 
table 7.1 have been applied. These values were obtained by fitting a gausszan to the 
distribution in each bin. The error quoted U the error on the fit. 

peak appears for negative values of 6A4, so the azimuthal angle between the two 
jets at detector level is much smaller than the one for the two jets at hadron level. 
What actually happens is pictured in figure '1.10. Most of the leading order jets are 
emitted back to back. After reconstruction, it might happen that a generated jet is 
reconstructed as two smder  jets. In the limit where the azimuth between the two 
reconstructed jets is s m d ,  the configuration presented in figure 7.10 might dominat e 

and give rise to a large amount of di-jets at detector level unrelated to the two hadron 
level jets. The only solution to this problem is to make sure that the two jets are 

far enough in pseudorapidity, so that these "broken" jets do not contribute. This 

is achieved by applying a cut on the difference on the pseudorapidity between the 
two jets at detector and hadron level as in figure 7.9. In this plot, the second peak 
is much reduced (although not completely suppressed). Most of the jets found at 

detector level ase thete effectively related to the hadron level jets. 

Finally, it must be added that cutting on a minimum Aq in the HCM might not be a 
correct thing to do. As a matter of fset, the Mder the gap in pseudorapidity between 
the jets becomes, the larget is the probability for a BFKL-type evolution between the 
two jets. The two jets wodd therefon not be any more at the top of the gluon ladder 
and the clifference of b u t h a l  ande wodd not reflect the parton evolution. This is 
howevet the only viable aolution ftom an urperimental point of view with this type 



Figure 7.8: Resolution for the variable A#, the azimutha2 angle between the two leading 
order je t s  befon the cut in Ag. bA# = (A$)"< - ( ~ 4 ) ~ ' ~ .  Al1 the cuts listed in 

HCM table 7.1 have been applied except the cut on AT . 

of algorithm. With another choice of radius (for instance R=0.7, as in DO [38]), the 
situation is si&, although the number of uncorrelated jets is a little bit smder. 
Nevertheless, in any case, the cut on A~~~~ is mandatory. We must add that the 
analysis was aiso perfoimed with the kT algorithm but the resolutions of the jet vari- 

ables were even worse. 

Al1 these considerations, together with the requircment that there should be a reason- 
able amount of statistics in each bin, lead to the selected bin size displayed in table 7.2. 



Figure 7.9: Resolution for the variable Aq5, the anmuthal angle between the two Zeading 
order je t s  after the cul in A?. 6Aq5 = ( ~ 4 ) ~ ' '  - ( ~ 4 ) ~ ' ~ .  Al1 the cuts liated in 
table 7. J have been applied. 

As we are mainly interested in studying the properties of the &jet system in each 
one of the x and x,  bins, it is important to check that these properties do not Vary 

from bin to bin due to the detector resolution. In tables 7.3 and 7.4, the relative or 
absolute resolutions for various jet kinematic variables is shown in the three bins of 
z and zg (this is the result of a gaussian fit applied in each one of the distributions). 
As expected from the detector specifications, the transverse energy resolutions are 

m u n d  15% whüe the q and 4 resolutions vary from 5 to  10% over the whole detector 
range. It is important to stress that the Mnation of the resolution of a given variable 

V 1 

1 x. range 1 0.0010-0.0075 1 0.0075-0.0200 1 0.0200-0.1000 1 1 I 

[ A4 range 1 0.0-0.78 1 0.78-1.18 1 1.18-1.57 1 1.57-1.96 1 1.96-2.35 1 2.35-2.75 [ 2.75-3.14 1 
Table 7.2: Final bin s i i e  for z, x, and A4 afler resolution consideratioru. 



-. ' hadron 2 
A hadron 1 

detector 2 

Figure 7.10: Extampk of &jet conjàguration in which the two hadron level jets 1 and 
2 do not match the detector level jets 1 and 2. The latter corne from hadron jet 1 
which "breaks up" at the reconstruction leuel. 

from one z (2,) bin to another is quite small (maximum 2-3%), so that the detector 
response does not influence too much the behavior of the di-jet system from one bin 
to another. 

- -. - - - 

Table 7.3: (Relative) resolutaon for five jet variables E$b, E F ~ ~ ,  qhb) v H C M ,  qVCH, 
as o function of x .  

7.3.3 Acceptance correction, Purity, Efflciency 

Findy, an acccptance correction is perfotmed and the events are corrected for effi- 
ciencies and puritiea. The final crosci section is expressed in bins of z, x, and Ac#, 
therefore the correction factors are upressed in these bins. 

In order to correct the data, a bin-by-bin method has been applied: the acceptance 
correction factot in each bin is the ratio of generated over the reconstructcd number 
of eventr in this bii (Ndi-jetr meuis number of di-jets): 



Table 7.4: (Relative) naohtaon for five jet variables E$'~, , rllab, +?CM, ~ H C M ,  

a funetion of 2,. 

at hadron Ievel in true variables in the relevant phase space 
acceptance = 

Ndi-jeti ut detectot levez in recmstruded variables a f ter al1 the cuts  ' 
(7.3) 

In this method, the number of jets in one bin is assumed to be independent fiom the 
number of jets in the other bins when comparing hadron and detector levels. How- 
ever, this is not rigorously true as a jet generated in one bin can be reconstructed in 
another bin because of the finite resolution of the detector. This migration effect has 
been taken care of by taking the size of the x ,  z, and A4  bins st Least twice as large 
as the resolution of each one of these variables (set previous section). 

The correction factors, purities and efficiencies are shown (in bins of x and x,) in 
fig. 7.11 and 7.12 are ddined on an event-by-event bais  and with the ARIADNE 
simulation in the following way: 

Purity is the ratio of events generated and detected in one bin over the total number 
of detected events in this bin: 

Ndi-jet8 f ound ut detectm level AND ut hadron level a f ter al2 nits 
purity = 

Nh.-jet8 found ut detectm level u fter al1 cuts 
. 

Efnciency is the ratio of events generated and detected in one bin over the total 
number of genetated evente in this bin: 

Ndi-jee8 f otmd ut de tedm level AND ut hadron leuel o fter al1 cuts 
e f f iciency = 



Therefore, a jet which is found at detector level is called an impurity if there is no 
corresponding jet at hadron level, within the set of cuts of the analysis and inside the 
same x and 4 bin. Similady, if t here is no jet in the detector, aithough there is one 
fulfilling all the selection cnteria at the generator level, this will reduce the efficiency 
of the di-jet detection. Both quantities are caiculated after energy and transverse 
energy correction. They reflect the experimental limits of the di-jet detection. 

1.6 fi- 
1.4 & 

Figure 7.11: Acceptance comction for the di-jet system as a funetton of x and zo. 

In figure 7.12, we also show the effect of the migration on the correction factors, 
efficiencies and purities: the black dots represent the values of these quantities when 
no migration between the bins is considered either in Ad or in z, the open dots show 
these same values when migration between A4 bins is considered and the full squares 
show these values when migrations are dowed both in x and in A4. Although the 
d u e s  of the bins are consistent with the resolution of the displayed variable, the 
correction due to bin-by-bin migration is quite luge, especidy in 86 This means 
that the t.ilr of the gaussian distributions are luge and ultimately, the resolution of 
the variable is not gaurdm. F i y n  7.12 JO shows that the effect of migration in 
the variable x, is utremdy large. This hdicatu that the z, naolution is very couse 
and once again, the resolution distribution is b d y  a gaussian. The firat b i s  of 
the z, distribution8 show no putity or effiaency. This means that no event h u  b e n  
generated in this z, bin and reconstructed in the same bii. Applying a bin-by-bin 



correction to these events is meaningless as the value of the corrected cross section 
would only reflect the way the Monte Car10 simulation is hsndling the bin-to-bin 
migration rather than the behaviour of the experimental data. Because of that, we 

decided not to present the z, distributions. 



Figue 7.12: P u d y  and eficicncy for the di-jet systcm cu a functaon of x and z, . 
The uariow symbob comspond to the constmint on the migration: with full dota, no 
magmtton b dlowed betwecn the bans, in open dots, migrution u allowed behueen A4 
bina and an full square, migration k allowed between z and A4 &TM. 



7.4 Azimuthal Correlation between the two Lead- 
ing Order Jets 

7.4.1 Detector and Hadron Level Cornparison 

Figure 7.13: Wncomcted di-jet cross section os a function of A4 in three r l ins 
in data and Monte Carlo. The data are shown ac full dots and the Monte Carlo 
sirnulattond os hidogranas: ARIADNE is s h o w  as a fidl line, LEPTO as a daahed 
line and HERWIC os a dotted line. For al1 plots, statistical error8 are shown os thick 
error bars, and statidical and syaternatac e r o r s  added in quadrature us thin e r o r  
bars. 

The azimuthal correlation between the two leading order jets in the data compand 
to the Monte Carlo predictions at detectot level is shown in figure 7.13. The binning 
in x and in A# was defined in the previous section. The detector level cross section 
is defined as: 

thta is the luminoaity in the sample, Ax the bin size in the variable x and A(A#), 
the bin size in A 6  

As in section 7.2, no Monte Car10 simulation can describe the data. ARIADNE leads 
to a cross section largtr than the data'a in the lugeat A+, while the MEPS modelg, 



LEPTO and HERWIG pndict too s m d  cross sections. 

To get rid of the under-determination due to the detector effects, the hadron level 
cross section of the di-jet system in bins of x and At$ is defined as: 

Lhto, Ax and At$ an defined above. A,, is the acceptance correction which is 
shown in figure 7.11, using the ARIADNE simulation. 

The corrected cross section is shown in figure 7.14 for the three x bins considered. 

Figure 7.14: Di-jet cross section comcted for detector effects (hadron level) a 
function of A9 an three x bans in  data and Monte Carlo. The data a n  ~ h o w n  as 
full dots and the Monte Carlo stmulutionr as histograma: ARIADNE is shoum as 
a full line, LEPTO as a dashed fane and HERWIG as a dotted line. The shaded 
area comsponds to the systematic error due the energy scale uncertainty. Stotistical 
e m r s  a n  s h o w  as thick error bars, and statidacal and systematic e m r a  added an 
quadrature as thin e m r  bars. 

The conclusions are the same than for the uncorrected results: rio Monte Carlo sim- 
ulation describes the absolute value of the data cross section over the full z range. 
Rom this figure, it ir dao difficult to judge on the amount of correlation between the 
two jeta and compare it in different z bm8. For a dearer andylis of the effect, the 



distributions are normalised to the highest A+ bin in the data and in the Monte Carlo 
simulations. The results are shown in figure 7.15. The Ad distribution in LEPTO in 
the highest z bin is broader than in ARIADNE. However, in this bin, no weakening 
of the azimuthal correlation between jets is expected, as the evolution length, in the 
DGLAP picture as well as in the BFKL scheme, is small. Therefote, this effect can 
only be due to the combined effects of hadronization smearing and angular resolu- 
tion of the jets. In the highest x bin, the data points lie in between ARIADNE and 
LEPTO predictions, so no condusion can be drawn here. In the lowest two x bins, 
the A+ distributions stay the same within the error bars. It is therefore impossible 
to make a statement on a possible weakening of the correlation between the two jets, 
either in the data or in the Monte Carlo simulations. 

Figure 7.15: Da-jet cross section corrected for detector effects (hadron level) as a 
finction of At# in thne x b i ~  in data and Monte Carlo. Al1 the htstograms have 
been nomulized to the higheat A4 bin. The data a n  d o w n  aa full dots and the 
Monte Cado simulations histograma: ARIADNE is s h o w  as a full lane, LEPTO 
os a dashed line and HERWIG os a dotted fine. The shaded a n a  corresponds to 
the qstematac e r o r  due the energy scale uncertainty. Statistical e m r s  a n  shown 
as thick error bars, and statistical and systematàc e m r s  added in quadrature os than 
e r r o r  bars. 

In figure 7.16, the distribution of the mean Ad at hadron level is plotted in bins of 
z. The mean value is dehcd here as: 



Figure 7.16: a) Meun value of A4 plotted versw x .  b) Mean value of A4 nomalàzed 
to the largest x bin. The data are shown as full dots and the Monte Car10 simulations 
a n  s h o w  as hWtograms: ARIADNE is shown os o full làne und LEPTO os a dashed 
Zinc. Emra shoum are statistical only. 

where wi is the weight of the distribution in the bin At$ (that is the number of events 
in this bin) where i r u s  over ail the A$ bins. The error quoted is the variance of the 
mean sample, taken as the variance of the A# distribution divided by the sample size, 
that is the number of entties in the distribution (for a demonstration of this general 
result, set [123]). In fi y r e  a), the mean value is plotted aa a function of x, while in 
figure b) the distributions of the mean has been normdized to the largest z bin. As 
observed in figure 7.15, the distribution seems to fall down faste? in ARIADNE thsn 
in LEPTO, however the effect is not significant as it lies within the error ban. 

7.4.2 Parton Level Cornparison 

To be able to relate the resultr of the anaiysis to the theoretical predictions, we 

must correct for the hadronhation uncertaintiei . In practice however , correcting 
for hadronization effecti is not sr easy as correcting for detector efkts .  Evety event 
gencrator has its own way of treating the parton shower evolution and the fundamental 



concept of puton can m y  fiom one genetator to another. As an attempt, the data 
have been co~rected to paxton level udng the ARIADNE mode1 as it describes the 
data somewhat better than LEPTO (see figure 7.13). The corrected cross section is 
then defined as: 

where AP",';" is the amount of hadronization correction. The corrected cross sections 
can also be compared to NLO programs like MEPJET, DISENT or DISTASTER++. 
However, it is known that in the NLO calculations, there are divergences whieh appear 
mostly when the two leading order jets are correlated back-to-back. When plotting 
the &jet cross section as a function of any Mnable other thsn AO, the divergencies 
are not visible as they an smeared out in each bin. They are however well apparent 
in the Ai$ bina as shown in figure 7.17. A negative cross section is even found around 
A$ - T .  This is due to infia-red divergences inherent in the theoretical calculations. 
In order to  be able to include the latgest A4 bin, we must then use a binning large 
enough, so that the divergences cancel out. In practice, one c m  achieve this by taking 
the largest A$ bin such that the number of events entering this bin is at least equal 
to the sum of ail the events in the distribution, excluding this bin [124]. This is the 
case for our plots, ao normalizing all the distributions to the last bin in the NLO 
calculations ii safe. This problem is believed to be the cause of the bad description of 
the &-jet rate by the various NLO packages (sec the previous chapter). Recently, the 
Hl  coilaboration showed that taking asymmetric transverse energy cuts for the &-jet 
system reduces significantly these divergencies [125]. The use of these asymmetric 
cuts has indeed lead to a good description of the di-jet rate in the data by the NLO 
calculations. This is why the two jets have been selected with dXerent transverse 
momentum cuts (sa table 7.1). 

The final cross sections corrected with ARIADNE 4.08 are shown in figure 7.18. 
Together with the data cross sections and the Monte Carlo predictions, the NLO 
calculations aa produced by the MEPJET package an shown. The values of the NLO 
cross sections agree with the data in the last bina of A# (for At# - T )  but disagree 
at small A+ values. The small bwnp in the MEP JET in the smallest z bin is simply 
due to poor Monte Culo statistics and clhould not be taken too seriously. 

In figure 7.19, all the cross sections have been normalized to the highest A+ bin. 



Figure 7.17: Di-jet cross section as a function of At$ an the NLO calculatao>w (MEP- 
JET package) in the back-to-back range. AI1 the cub ladcd in tabk 7.1 have been 
applied. 

No sizable clifference is observed between the various Monte Carlo simulations and 
the data. The A+ distribution in the data is broader and widet than the MEPJET 
predictions in the low z bins, which is a dgn that the jets are more correlated in 

- MEPJET. However, the dependence on the rnodel and the similady of the behav- 
iors of LEPTO and ARIADNE at hadron and parton levels prevent us kom drawing 
strong conclusions kom t his effect . 

7.4.3 Systematic Uncertainties 

A detailed explmation of the calculation and the size of the systematic uncertainties 
can be found later in chapter 8. We try here to determine the main contributions to 
these ertors of this analysis. Four main types of systematics u e  studied and induded 
in the evaluation of the hadron and parton level cross sections: 

r the dependence of the cottectionii on the model: to study thir rystematic ef- 
fect, ail the corrections have been performed using the LEPTO mode1 (versus 
ARIADNE). 

r the energy rcale of the calorimeter: the enetgy scale has been ehuiged by f 5% 
to account for the uncertiinty of the comction (aee rection 4.2.1). 
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Figure 7.18: Di-jet cross section comcted for detector and hadronuation effech (par- 
ton leuel) as a fimction of A4 in  thne  z binr an data and Monte Carlo. The data 
a n  shown as full dots and the Monte Carlo simulations as hidogrami: ARIADNE às 
shown os a full line, LEPTO as a doshed làne and HERWIG as a dotted làne. MEP- 
JET is shown as a full line. The shuded a n a  comsponds to the systemotic e r o r  
due the energy scale uncertainty. Statistical erors  a n  s h o w  as thick e m r  bars, and 
statistical and aysternatic errors added an quadrature as thin error bars. 

0 Systematics on the boost: as the uialysis is performed in the HCM kame, 
it is important to check the influence of the boost. The error on the boost 
fiom the laboratory fiame to the HCM frame depends mainly on the error 
of the determination of the energy of the positron. To atudy thia error, we 

computed the positron energy in a different way, using the double-angle method 
(see appenciix A). The value of the energy of the positron, using the QgA method 
is: Ed = Q s A  

2&(l +CO#&) ' where E, is the d u e  of the positron beam and 8, is the 
scattering polar angle of the positron. 

0 The reaolution on the jet variables w u  tested by adding or subtracting the value 

of each jet cut by one standard deviation fiom the resolution (one sigma) of the 
variable conrideted. The summary of these changea iis in table 7.5. 

All the syatematic effects but the ones related to the energy ilcaie have been added 
in quadrature to the atatirtical errors. The energy scale systematic, beiiy conelated 
with the other systematic uncertaintiea, is shown as a shaded band. In all the bina, 
the dominant systematic effeetil are the dependences on the modei md on the boost. 



Figure 7.19: Di-jet cross section comcted for detector and hadronization effects (par- 
ton level) as a function of A4 in thne  z bina in data and Monte Carlo. Al1 the 
histograms have been nonnalized to the highest A+ bin. The data a n  shown as full 
dot3 and the Monte Carlo simulations ar histograms: ARIADNE U ahown os a full 
line, LEPTO as u dashed lane and HERWIG o~ a dotted lane. MEPJET U shown 
as a fil1 line. The shaded a n a  corresponds to the ~ystematic error due the energy 
scale uncertatnty. Statiatical errors a n  ahown as thàck error bars, and atatistical and 
systemotic errors udded in quadrature as thin error bars. 

The d u e  of the systematics, together with the value of the data cross section cor- 
rected to hadron level is shown in table 7.6. 

1 Jet mriable 1 Nominal cuts 1 Channed cuts 1 

- - 

i n E L  1 mino. I min 0.11 - 0.1 I 

E& 
EpicM 

et 
T I F A  rn 

Table 7.5: Systematic checks on the jet variables. In parenthesis are shown the values 
of the tniwuerse energy cut for the second jet (acymmetric cuts). 

fin 4 (6) GeV 
min 4 (6) GeV 

max 2.2 

min 4.613.4 (6.9/5.1) GeV 
min 4.6413.36 (6.9515.05) GeV 

max 2.26/2.13 



I;d f stat. f syst. [nb] 

Table 7.6: Cross section values and errors for the comcted data (hadron level). 

7.5 Summary 

The azimuthal correlation between the two leading order jets has been evaluated and 
corrected to the hadron and parton levels in three bins of z. The cross section is 
however af€ected by large migrations in the At$ bins. Moreover, because of the in- 
ternal resolution of the jet (that is the jet radius), a cut must be applied in A~~~~ 
which can hide the weakening of the azimuthal correlation between the leading order 
jets in the data when reaching s m d  value of x. No major difference between the 
DGLAP-based models as in LEPTO, and ARIADNE, which implements a BFKL- 
like, non-ordercd psrton evolution, has been observed. 

At hadron level, the data are consistent with both models within the error bars. BER- 
WIG, however exhibits a much more correlated &jet eystem. But this mode1 does 
not npsoduce properly the detector level distributions in the data and must therefore 
be rejected in our kinematic range. As HERWIG and LEPTO implement the same 
kind of DGLAP-based mechanism in the parton shower, this is a hint that the non- 
perturbative cffects are dominant in this uialyds. The interpretation of the results is 
thesefore quite model-dependent. Moreover, because the DGLAP-based models and 



the ARIADNE simulation are consistent with each other and with the experimental 
data, testing new models like LDC or RAPGAP is not necessary for this analysis. 

The data have been corrected to parton level, and compared to NLO calculations. 
In general, the experimental di-jet system seems to exhibit a smder  amount of az- 
imuthal correlation than the one obtained with the NLO calculations, for the low 
values of x .  This is consistent with the predictions of BFKL. However, the mode1 

dependence, included into the correction to the parton level and the agreement of the 
data with LEPTO at  hadron level prevent a strong conclusion to be made out of this 
observation. 

The main obstacle to this analysis is the fact that the azimuthai resolution of the 
jet is of the same order as the size of the expected effect. The measurement is 
therefore bound by a fundamental uncertainty, as to whet her the effect observed is 
due to the dynamics of the partonic process or to a feature of the reconstruction of 

the di-jet system. Moreover, the choice of the cuts does not enable us to isolate a 

phase space region s m d  enough to distinguish between the contribution from a non- 
ordered parton evolution, and the contribution fiom the standard picture, ordered in 
t tansverse momentum. 



Chapter 8 

Forward Jet Cross Section 

8.1 Introduction 

The pievious chapter showed that an indirect measurement of the parton evolution, 
t hrough the study of the azimuthal correlation between the two leading order jets, did 
not give a positive BFKL signal. The main problem was that the resolution of the jet 
(its cone radius) was of the order of the resolution of the eRect, that is the azimuthal 
correlation between the jets. In this chapter, a second attempt is performed to study 
the parton dynarnics by looking directly at the outcome of the paiton evolution, i.e. 
following a parton arising fiom the evolution process rather than the efFects of this 
parton evolution on the leading order jets. 

The strategy of the analysis was explained in section 6.2.2. The aim is to study 

the forward jet cross section and compare it to various evolution models. If the jet, 
emitted in the forward direction, has a transverse energy comparable to the four- 
momentum of the exchange boson, the jet cross section must be suppressed in the 
low z Limit in the usual DGLAP picture. In the BFKL scheme, however, the cross 
section is expected to rise as a power of j ,  and therefore a clear signal might be 
expected. We saw in chapter 6 that the rise of the forward jet cross section, in the 
BFKL picture, is weakened by NLO corrections. However, no prediction on the size of 

these corrections has been made yet and it is interesting to evaluate the cross section 
in the data, 

The cuts for the forward jet analysis have ben upl.ined in section 6.2.2. They are 
summuized in table 8.1. The final purpose is to evalaate the forwud jet cross section 



in bins of x ,  and probe in particular the low z region. The plan of this chapter is 
essentially the same than the previous one: the cross sections at detector level are 
h s t  compared to the vazious Monte Carlo predictions. Then the various corrections 
are applied to the data: energy corrections, acceptance, punty and efficiency. The 
various systematic errors are then discussed. Finally the cross sections are obtained 
at hadron and parton level, to be discussed and interpreted in the light of the Monte 
Carlo predictions and the various theoretical cdculations. 

Table 8.1: Selected phase space regton for the cross section meusurement. 

8.2 Cornparison between the Data and the Monte 
Carlo Simulations 

In this analysis, we are mostly interested in the absolute value of the jet cross sec- 
tion in the selected phase space. In figure 8.1, some general kinematic variables (Q2, 
YJB, E.1 and E - Pz) are compared to three Monte Carlo predictions: ARIADNE 
4.08, LEPTO 6.5 and HERWIG 5.9. To obtain these plots, all the cuts presented in 
table 8.1 have b e n  applied. Contrary to what was shown in the previous chapter, 
ARIADNE describes fairly well the data. Bath the shape and the absolute normal- 
isation are well teproduced. On the other hand, the MEPS-based models, LEPTO 
and HERWIG, exhibits a cross section which is in average 40% too s m d  compared 
to the data. This is a first hint that the physics implementtd in these Monte Carlo 
modeis does not yield a good description of the hard process in the phase space under 
consideration. 
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Figure 8.1: Shape cornparison between the data (shown as full dots) and Monte Carlo 
simulations for four variables: a) Q2, b )  &, c) Y J B ,  d )  E - PZ. The data ore 
displayed as fun dots. A RIADNE is shown ar a full line, LEPTO us a dashed làne 
and HERWIG aa a dotted line. Statiatical errors only. 

In figure 8.2, the jet variables, which are used in the cuts (Le. ET, 7, xjet and E:/Q2), 
are compared to the Monte Carlo predictions. In these plots, all the cuts defined in 
table 8.1 have been applied to the selection procedun, except the one on the plot ted 
variable. This aliows a study of the cross section outside the region where the con- 
tributions due to a BFKL-type dynamic are expected to dominate. The shaded area 
corresponds to the region outdde the kinematic limits of the phase space defined by 
table 8.1. 

Once again, the variables ue fairly well deacribed by ARIADNE, wheteas LEPTO md 
HERWIG yield a cross section too s m d  by around 40%. The lut plot of figure 8.2, 



d), is particularly revealing. The variable E+/Q2 is plotted in an extended range and 
compared to the various Monte Carlo predictions. In section 6.2.2, the importance 
of this variable was stressed: for the forward jets, it gives an indication on the type 
of ordering which is considered. One can basically distinguish t h m  regions in this 
plots, which correspond to t h m  types of evolution mechanism: 

0 Q2 >> ET: in this region, the scde of the process is set by the four momentum 
of the exchange boson. This is consistent with the DGLAP picture. The forward 
jet has there a low ET with respect to Q2 and the models and the experimental 
data converge to the same value. This corresponds to the high Q2 Limit where 
the DGLAP scheme is known to give correct results. 

Q2 - ET: this is the region we are interested in. There, the DGLAP mechanism 
is suppressed due to  the requirement of strong ordering and the two MEPS 
models exhibit much smailer cross sections than the data, while ARIADNE, 
which has not implemented the requirement of strong ordering, describes the 
data correctly. 

r Q2 << ET: this is the most intriguing phase space region. The scde of the 
process is set by the transverse momenturn of the forward jet. A backward 
evolution is possible, fiom the quark box to the virtual boson, which is similar 
to the photoproduction case. In this region, none of the Monte Cado models 
describes the data. 

As ARIADNE describes the data best, this Monte Carlo simulation is used to perform 
the detector corrections. 

8.3 Detector Correction 

8.3.1 Energy Correction 

As for the previoua analysis, an energy correction is applied to the data as well as to 
the detector level of the Monte Carlo simulation. The method is very similar to the 
one presented in the section 7.3.1 rio we refet the teader to it for mon detds. The 
difference is that the energy correction, here, is averagcd over aU the pseudorapidity 
range of the jets, rather than dividing the sample on diffetent q bins. This is justified 



as the 7 range of the jets is s m d  and limited to the forward calorimeter (cf. fig- 
ure 8.2). The value of the energy corrections is shown in figure 8.3. Once again, the 
(transverse) energy of the jet found in the detector is multiplied by the corresponding 
value irom the fit. 

8.3.2 Resolut ion of the Kinemat ic Variables 

The phase space of this analysis is constrained by a variety of cuts which are deter- 
mined by the performance of the detector. Each cut can indeed be associated with a 
certain purity and efficiency which depends on the resolution of the variable on which 
this cut is applied. Therefore, when all the cuts are applied to get the finai sample, 
the overall purity and efficiency are reduced by a certain amount which depends on 
the number of cuts applied and the resolution of each variable used in the cuts. 

As the final distribution is investigated in bins of m, it is very important to determine 
its resolution, in order to obtain the bin size of the final distribution. In table 8.2, 
the resolution of x in each selected bin is shown. The width of the bins is set to be 
at least twice the resolution in z in order to account for migrations irom bin to bin. 
The last bins are larger in order to have a reasonable amount of statistics. 

Table 8.2: Size of the bins in z and resolution of x in each of the bins. 

The resolution of four jet variables is shown in figure 8.4: ET, 7 ,  x jet and Ei/Q2. As 

in chapter 7, the absolute and relative resolution on the variable X are defined as: 

The typical relative ET resolution of the jet is 11 % wheteas the mt resolution 
is around 0.1. The Z J . ~  resolution is around 6.5 The wotst nsolution is in 

ET/Q2: it is uound 25%. As aU these variables are included in the anaiysis cuts, these 
resolutions strongly afFect the purities and effiaencies of the final sample, especidy 
the Ei/Q2 resolution (su belon). 
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Figuse 8.2: Shape cornparison between the data (shown as full dots) and Monte Carfo 
simulations for four jet variables: a) ET, b) q ,  c) xjee, d) Ei/Q2. The data are 
diaplayed 45 full dota. ARIADNE is shown us a fil1 line, LEPTO os a dashed fine 
and HERWIG as a dotted line. Statistical e m r s  only. The shaded region cornaponds 
to the value of the variable outside the Linernatic domoin defined by the cuts of table 
8.1. 



Figure 8.3: Jet energy comction factors, defincd EZIEF-, as a finction of the 
energy and the transverse energy. The Monte Carlo wcd for thàs plot às ARIADNE 
4.08. 

Figure 8.4: Resolutzon for 4 jets variables. A = OTRUs - ( ) D E T E C ~ O ~ .  ARIADIVE 
tuas w e d  to produce thM plot. 



8.3.3 Accept ance Correction, Purity, EfRciency 

The bin-by-bin correction procedure, similar to the one used in the saimuthal cor- 
relation analysis, is performed here. We refer the reader to section 7.3.3 for more 
information. The value of the purities, efficiencies and acceptance correction factors 
are shown in figure 8.5. The purities and efficiencies are typicdy on the order of 20- 
30%. These values are limited by the resolution of the cuts which are applied on the 
jet variables, in particular the cut on Ei/Q2. When this cut is removed, the vaiues 
of the purity and efficiency increases by 3O-5O% ,dependhg on the x bin (see figure 8.6). 

As a consistency check, the same values are computed using the LEPTO model. They 
are shown in figure 8.7. Both efficiency and purity are slightly smaller than the values 
obtained with ARIADNE but the value of the correction factors remain fairly consis- 
tent showing that the choice of the model has only a s m d  influence on the detector 
corrections. 

0m8 1 a) purity b) ef'flciency 

0.6 1 
correction factor 

Figure 8.5: Hadron to detector purities, eflctencies and (bin by bin) cornetion factors 
of the event somple for the analysis based on the cone algorithm. These values houe 
been obtained with the ARIADNE model. 



Figure 8.6: Hadron to detector pun'ties, eficiencies and (bzn by ban) correction factors 
of the euent sample for the onalysis based on the cone algorithm. The cut on the 
variable E;/Q2is remoued. These values have been obtained tuith the ARIADNE 
model. 

+ 
c) correction factor 

0.5 

Figue 8.7: Hadron to  detector purities, eficiencies and (bin by btn) comction factors 
of the event sample for the anulysis based on the cone algorithm. These values have 
been obtained with the LEPTO Monte Carlo. 



8.4 Forward jet Cross Sections 

Before turning towards the final aim of the study, the cornparison of the corrected 
results to the theoretical calculations, we shall have a brief look at the uncorrected 
distributions. In section 8.2, some uncorrected distributions were presented and corn- 
pared to various Monte Carlo distributions. The behavior of the E+/Q2 distribution 
turned out to be quite meaningful on the behavior of the parton evolution at vaxious 
d u e s  of Q2. 

The uncorrected different ial jet cross section is calculated as: 

d a  L m t ,  - =  
dx  Ldot.Ax' 03-31 

where is the integrated luminosity of the simple, Ar is the bin size in the vari- 

able x and NWmt,, the number of events in the Ax bin. 

In figure 8.8, the uncorrected differential forward jet cross section in the data is corn- 
pared to the three Monte Carlo predictions obtained with ARIADNE, LEPTO and 
HERWIG. The trend which appears in the plots shown in the previous section is 
confumed: ARIADNE describes the data best, while LEPTO and HERWIG, the two 
Monte Carlo models based on the DGLAP equations, exhibit significantly smder  
cross sections. 

Figure 8.9 pictures a typical event containing a forwiud jet in the ZEUS detector. A 
large amount of transverse energy is seen in the forward calorimeter, corresponding 
to the forward jet, together with a fraction of energy in the barrd calorimeter (which 
can be sttributed to the leading order parton or current jet). A positron is dearly 
reconst ructed in the rear calorimeter . 

8.4.1 Hadron Level Cornparison 

The cross section corrected to hadron level is calculated in the following way: 

and Ax have b e n  defined above and &, is the acceptance correction which 
is shown in figure 8.5. The values of the cross section comcted to the hadron level 



ZEUSData 
1 ARIADNE 4.08 
Y,. LEPTO 6.5 
....., 

..... HERWIG 5.9 

Figure 8.8: Dzfferential cross section us a function of x for the uncomcted data 
(CONE algorlthrn and al1 cuts applied). Data are shown fil2 dots and Monte 
Carlo as histograms. Only statzstical errors a n  shown. 

are displayed in table 8.3, together with the statistical and systematic errors. 

The data corrected to hadron level are cornpared to the Monte Car10 simulations in 
figure 8.10a). There, foui Monte Cario simulations are plotted together with the 
data: ARIADNE 4.08, LEPTO 6.5, HERWIG 5.9 and the new model LDC 1.0 de- 
scribed in section 3.2.3. 

As in the previous section, ARIADNE is the only model which reproduces the data 
in absolute cross section, including the low-2 limita The two MEPS-based models 
exhibit a smaller ctoss section. This is expected as these Monte Carlo simulations do 
not implement the type of hard physics which is probed here. The larger d u e  of the 
cross section measured in the data is a first dear experimental hint that higher order 
contributions to the leading otder DGLAP equations contributc sigdicantly to the 
partonic processes. 

The figure 8.10 b) shows the rame Merentiai cross section but with a logarithmic 
y scale. This is made in order to emphasize on the high-z region. LEPTO, ARI- 
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Figure 8.9: Pzcture of an event fovnd in the ZEUS detector and containing a fonuard 
jet. The display zs divided in three parts corresponding to three dzfferent views in the 
ZEUS detector: the XZ plane is the largest one, the top right one is the transverse 
cross section containing the track pattern in the CTD and energy deposited in the 
BCAL and on the bottom right side, the amount of transverse energy deposited in the 
calorimeter is shown in the (v,+) plane. 

ADNE and the corrected data converge, while HERWIG does not. In this region, 
the convergence is indeed expected between the data and the DGLAP-based models 
given that the evolution parameter for BFKL, that is the evolution length in which 
the BFKL-type dynamics can contribute, is suppressed by a factor Inf ), where x 

is on the same order as zjet. HERWIG however st iU does not agree with the data. A 
tentative explanation is given below . 

The LDC model, whieh implements the CCFM equation, does not describe the data 
either at low x. This is a puzzle since this Monte Carlo simulation Mplements the 
type of hard physics expected to give rise to the BFKL-like effects. The cornparison 
between LDC and the data in other analyses (jet rates, transverse energy flow) shows 



the same kind of results: LDC predicts a cross section (or absolute rate) which 
generaily lies between ARIAIINE and LEPTO (cf. [125]). As the structure function 
used to generate the LDC events is different kom the other simulations (cf. chapter 3), 
an attempt ras  performed to compare the jet rates only. The forward jet rate is 
defined by: 

g f j  R j j  = - 1 

Qtot 

where otot is the total cross section determined in the phase space under consider- 
ation and utj, the cross section for the events containing a forward jet. As both 
cross sections depend on the structure function F2 of the proton, the ratio must be 
independent of F2 in the first order. The forward jet rate in the data is plotted in 
figure 8.11 and compared to ARIADNE, LEPTO and LDC. Here, it can be seen that 
the forward jet rate in the LDC mode1 lies in between ARIADNE and LEPTO. The 
previous result (for the total cross section) is therefore confirmed and LDC does not 
describe the data result S. 

In the high-x region of figure 8.10 a), LDC does not converge to the value of the data 
cross section but to HERWIG's predictions. This might result fiom the requirement 
of strong ordering in the emission angle of the partons dong the gluon ladder, require- 
ment which is similm to the implementation of the colour coherence in HERWIG. In 
this case also, the emitted parton is supposed to lie within a cone around the parent 
paxton. At hi&-x, both features of HERWIG and LDC must be similar [126]. 



2-range 11 & I stat. f syst. [nb] 1 syst. (E=,jet -scde) [nb] 

Table 8.3: Cross section values and errors for the comected data afler al1 the cuts 
defied in table 8.1. The lu t  column shows the systematic error due to  the energy 
scde uncertainty of the caloMeter, which is  not included in the central column. It 
corresponds tu the shaded land in figure 8.10. 
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Figure 8.10: a) Différentia1 hadron level fonuard cross section os a finction of 2. 

6) Same us a) dut in double loga7-ithmic scale. The cross section is meusund in the 
region: T J * ~ <  2.6, zret> 0.036, 0.5 < ET,re,/Q2 < 2, ET,jet > 5 GeV, Eel > 10 GeV, 
y > 0.1. Statàstical errors are shown os thick error bars, und statistical and systemutzc 
errors added in quadrature aa thàn error bars. The enors due to the uncertaintg of 
the jet energy SC& arc comtatcd for the difJerent r hina and thenfore not included 
in the error bars but given cu the shaded band. 



Figure 8.11: Correctcd fonuard jet rate in the data compared to thne  Monte Carb 
simulations. The data are shown os full dots. E m r s  shown are statistical only. 



8.4.2 Cornparison at Parton Level and Discussion of the Re- 
sults 

Parton level 

ARiADNE4.M 

***: LEPTO 6 5  
b... 

- BFKLLO 
No jet dpriîhm 

60 ., ...... BFKL l* t m n  
No Jet alpriîhm 

Figure 8.12: Predictions of the NLO and the BFKL calculations together with the 
Monte Carlo predictions at parton leuel. The theory predictions are shown as smooth 
curues, while the Monte Carlo cross sections are shown as hàstograrn: ARIADNE U 
shown us a thick lane, LEPTO as a dashed line, HERWIG us a dotted line and LDC 
as a thin line. The band shown for the NLO predictions cornsponds tu the possible 
range o n  the renonnalization and factorizution scales. 

The ultimate goal of this study is to probe the perturbative expansion of the partonic 
evolution. The BFKL calculations, as well as the MEPJET NLO predictions, only 
take into account t his perturbative region, ignoring the hadronization phase. 

In the Monte Carlo simulation, the patton level, as d e h e d  in chapter 3 is not such 
a well defined quantity. The partons are taken at the end of the parton shower (or 
dipole radiation in the case of ARIADNE), at a scale where non-perturbative eEects 
can be large. The cornparison between the parton level in the various Monte Carlo 
used and the theoretid calculations is shown in figure 8.12 within the set of cuts 
defined in table 8.1. The NLO predictions within the factorkation (renormalization) 
8caie 0.25Ki < < 2Ki are in p o d  y e u n e n t  with the parton levd of the 



DGLAP-based Monte Carlo simulations1, meaning that in this kinematical domain, 
the parton showers discussed in section 3.2.1 rcproduce correctly the NLO effects in 
terms of shapes and total cross sections. These cross sections are however strongly 
suppressed with respect to the full BFKL calculations. The predictions using only 
the first term of the BFKL cdculations cornes closer to the DGLAP and NLO pre- 
dictions. This corresponds to the term in I ~ ( z / x ~ ~ ~ )  in the BFKL resummation, and 
is therefore the equivdent to the NLO corrections to the DGLAP equations. The 
süght discrepancy which is observed between the BFKL first term and the MEPJET 
predictions can be due to a normalization uncertainty in the BFKL picture and is 
currently under investigation (one can show that the absence of jet algorithm in the 
NLO prediction does not change significantly the value of the forward jet cross sec- 
tion [114]). ARIADNE lies in between the DGLAP-based predictions and the BFKL 
predictions. The LDC Monte Cado exhibits a larger cross section than the MEPS 
Monte Carlo simulations, but still much smder than ARIADNE. It is indeed con- 
sistent with the NLO predictions. Efforts are currently performed to understand the 
reasons for this discrepancy with the BFKL predictions. 

section in the 

is the 

Before comparing these predictions to the data, care must be taken of the hadroniza- 
tion corrections. To this end, a bin-by-bin correction is used and the partonic cross 

data is defined by: 

correction from the hadron to the parton level. These corrections are 
however mode1 dependent. In figure 8.13, the hadronization corrections are plotted 
for the four Monte Carlo simulations we compared to the data. The striking feature 
of the plot is the disageement between the corrections for the DGLAP-based models 
(HERWIG and LEPTO) and the BFKL-iike models (ARIADNE and LDC). The lat- 
ter present s m d  and flat corrections over the full z range, whereas the former have 
very large corrections at s m d  2. This does not redy corne as a surprise, as the 
DGLAP-based models do not have the kind of haid physics which can describe the 
topology of the event within the selected phase space. In order to generate a jet of 
order af or higher with a transverse energy comparable to the Q2 of the event, the 
DGLAP-bated simulations would nced to implement NLO corrections. Without that, 

Kg U the sum of the transverse moment. of the partons in the Bicit fiame. The choice of the 
scaie Ki is pedomeà in accordance with the miiiicid rcnsitivity criteria, see [127]. 



the jets which are generated in the parton shower have a s m d  transverse momentum 
by construction. 

The correct procedure would require to take into account the model dependence of 
the hadron- to-parton correction factors into the calculation of the systemstic errors. 
Lacking two models which describe correctly the data at hadron levei, we are bound 
to estimate this error with one of the MEPS model. The difference between the data 
corrected to parton level with ARIADNE and with LEPTO is shown in figure 8.14. 
In case a), the data corrected with ARIADNE, agree fairly well with this Monte 
Carlo and are much above the DGLAP-based predictions. In the second case (b), the 
correction factors are calculated with LEPTO and the data cross sections lie much 
below the AMADNE predictions (but are still larger than the LEPTO predictions 
by a factor 1.5 to 2). 

Of course, correcting the data cross sections with a Monte Cu10 which does not de- 
scribe them is not quitc a d u a b l e  procedure. However, so far, only one Monte Carlo 
could match the data, so that a large uncertainty remains in the interpretation of the 
data corrected to parton level. 

2 2 :  
.S - O ARIADM24.W O HERWIC S b  * - 

Figure 8.13: Hadron to parton correction factors for the phaae space ngion 
defincd by the cuts lUted in table 8.1, for four diferent Monte Carlo simulations: 
ARIADNE 4.0% LEPTO 6.5, ZIERWZC: 5.9 and LDC 1.0. 

The above sesults yield finaily another puszling faet: from the hadron-to-patton cor- 
rection factors, it is SM that LEPTO and HERWIG predict a large amount of jets 
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Figure 8.14: Parton level differential cross section a a jùnction of x for the data 
comected for detector and hadronuation effects. Data are shown as full dots and 
Monte Carlos histograms (the cuts listed in table 8.1 have been applied. The thick 
error bars on the data points are the statistical errors and the full emor bar (in thin 
line) is the systematic + statistical error added in quadrature. The energy scale error 
is  rcpresented as a hashed area around the data points. a) Dota corrected with the 
ARIADNE Monte Carlo. b )  Data comcted with the LEPTO Monte Carlo. 

at the hadron level which do not have a corresponding partner at the parton level. 
That is, most of the jets predicted by LEPTO at hadron level and at low a arise from 

some "energy fluctuation" of non-perturbative nature. To estimate the origin more 
exactly, we try to compare LEPTO generated jets with and without the Soft Colour 
Interactions described in section 3.3.3. The cornparison with the data cross sections 
corrected with LEPTO (with the flag SC1 turned on) and the LEPTO predictions 
with and without SC1 is shown in figure 8.15. At hadron level (a), the absence of SC1 
makes a big dikence (almost a factor two in the lowest z bins), whereas at parton 
level (b), the discrepancy is hardly noticeable (but this is expected as the SC1 is a long 
range effect, taking place alter the parton shower). Thus, a large number of the jets 
that are pndicted by LEPTO at hadron level d s e  ftom a purely non-perturbative 
phenornenon, as a consequence of an urcess of enetgy in the forward region produced 
by a Merent string topology (sec section 3.3.3). This is contiimed by the compatison 
of the hadronization conections shown in figure 8.16. The hadron-teparton correc- 
tions an shown for ARIADNE, LEPTO with SC1 and LEPTO without SCI. There 
again, the hadronbation corrections are much larger when the SC1 flag is turned on 



instead of off. 
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Figure 8.15: Fonvord jet cross section (comcted with LEPTO including sofl colour 
interactions) compared to LEPTO with and without SC1 ut hadron level (a) and parton 
leuel(b). Al1 the cuts defincd on table 8.1 have been applied. The data are shown as 
full dotg and the Monte Curlo simulations as hidogram: LEPTO with SCI is shown 
as a full line hàstogram and LEPTO without SC1 àa shown a dashed line histogrum. 
The statistzcal errors a n  shown as thich error bars. The systemotic error added in 
quadrature with the stutisticol errors are shown as thin lines. 
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Figure 8.16: Hadron to parton corrections for the phuse space region dejined by the 
cuts listed in table 8.1 for ARIADNE 4.08, LEPTO 6.5 with and without SCI. 



8.4.3 General Systematic Checks 

Some systematic checks are performed in order to test the stabiiity of the resdts 
against fluctuations arising fiom an inaccurate description of the data from the model. 
In order to evaluate the amplitude of these fluctuations, the Monte Car10 simulation 
with which the detector corrections have been performed, ARIADNE, is used. The 
systematic checks are then added in quadrature as they are expected to be indepen- 
dent £rom each other (except for the energy scde determination, see below). The 
value of the systematic error for each cut (if this error is significant) is shown in fig- 
ure 8.17 and 8.18. 

a A first category of checks deals with the "cleaning cuts" described in section 
5.3 (Le. the event selection cuts which are cortected for at hadron level), in 
order to test their influence on the hadron level cross sections. As these cuts 
are corrected for, their value should not matter. But because of the s m d  
deviations of the model from the data, the change in the correction factors does 
not always compensate the change in the data cross section. The List of these 
checks is given in table 8.4. Al1 these changes prove to have a very insignificant 
effect and are therefore not displayed in the summary figure 8.17 (except for 
the E - Pz cut which also tests the photoproduction background). 

a The reconstruction of the vertex by the CTD is checked by moving the Z position 
of the reconstructed vertex by a value equal to the resolution (in the beam 
direction) of the CTD (f 0.4 cm). The position of the celis is then a Little bit 
shiftcd, which leads to different d u e  on the position of the positron and the 
jets. The effect of this change is shown in figure 8.17. 

a The uncertainty on the energy scale of the calorimeter was taken into account by 
adding *5% of energy of the jets; this corresponds in average to the uncertainty 
on the total enugy scde in the ZEUS calorimeter (see section 7.3.1). This yields 
a systematic error of about 1 to 15 %. As this ertor is expected to be correlated 
with the others, in particulat, with the checks on the jet variables, it is not 
added in quadrature as the other but represented as a band around the jet 
cross sections. 

The uncestahty on the positron energy scde is checked by increasing and de- 
creasing the positron enugy by f l%. This is negligible in the lowest x bim but 



yields an error of 2 to 10% in the highest ones. 

0 To test the jet reconstruction, all the jet variables used in the determination 
of the final cross section are changed at detector level (in the data and in the 
Monte Carlo simulation) by one standard deviation of the mean. The summary 
of these changes is shown in table 8.5 and the result of the changes are displayed 
in figure 8.18. 

r A special treatment on radiative corrections is also performed. It will be detaiied 
in the next subsection. 

0 Finally, to test the dependence on the model itself, the correction to hadron 
level is performed with the LEPTO model instead of ARIADNE. But we face 
a problem here: LEPTO does not describe the behavior of al1 the jet variables, 
in particular E$/Q2. Using this model to correct the data wouid resdt on an 
overestimate of the systematic error. In order to turn around the difficulty, 
LEPTO has been reweighted according to the ET/Q2 distribution obtained 
in ARIADNE. The weight (which corresponds to the ratio of cross sections 
normalized to the shape, between LEPTO and ARIADNE) has been applied 
at both hadron and detector levels in LEPTO. If no hadron level jet was found 
in the event (within the set of cuts presented in table 8.1), the hadron level jet 
which was the closest to the detector level jet in the ( q , $ )  plane was used to 
get the weight . This yields a systematic error much smaller than the one which 
is obtained without reweighting. 

Table 8.4: List of systematic check an the cleoning cuts. On the last row, the boz 
cut corresponds to  the cut perfomed on the positron position a3 meuaund by the 
calorimeter or the SRTD. 

Nominal cuts 
35 < E - Pa < 65GeV 

IVTXgI < 50 cm 
Yei < 0.8 , 

Box cut (13cm,8cm) 

Changed cuts 
40 < E - Pz < 65GeV 
lVTXzl < 60(40) cm 

yel < 0.95 
Box cut (14cm,14cm) 



[ Nominal cuts 1 Chaaaed cuts 1 
I E,U~' > 5 G ~ V  i E,P.C > 5:5/4.5 GeV 1 

Table 8.5: List of systematic checks on the j e t  variables. 
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Figure 8.17: Relative systematic error for each of the general checks donc in eoch of 
the z bans. In the lad z bin, the error on the mode1 dependence U around -30% and 
does not appear on this plot. 



Systematic ewors - hadron level 

Figure 8.18: Relative systematic error for each of the chech on the jets selection cuts 
donc in each of the z binr. 



8 -4.4 Radiat ive Correct ions 

Most t heoretical calculations and Monte Carlo predictions in Deep Inelastic Scat ter- 
ing are performed at  the Born level of QED. This means that, in these calculations, 
the scattering lepton does not emit a Bremsstrahlung photon before (initial state) or 
after (final state) the collision with the proton. This is justified by the fact that QED 
radiations are suppressed by an order a, and are not expected to contribute much 
in the total cross section, 

In practice however, the Bremsstrahlung radiations can have sizable effects on both 
the value of the kinematic parameters and the total cross section. Although initial 
and final date  radiations are undistinguishable from a theoretical point of view, their 
effects are different on the correction factors: the photon emitted after the collision 
between the lepton and the proton is often emitted collinear to the scattered lepton 
and therefore the measured leptonic energy in the calorimeter includes both the en- 

ergy of the scattered lepton and the energy of the radiated photon. On the other hand 
the initial state radiation have a more dramatic efFects on the kinernatical variables 
t han the final state Bremsstrahlung. 

The implementation of QED effects in a Monte Carlo package is used to correct data 
and Monte Carlo for the distortions of the kinematic variables Q2, x and y created by 

. a radiative photon. These radiations also affect the absolute value of the cross section 
of the events in the generator. To estimate the size of such a variation at genuator 
levei, two samples were generated, one with QED radiations and one without. This 
check has been performed with the HERACLES package [128], on events generated 
with ARIADNE. HERACLES generates QED radiations to the order a,. No NLO 
QED radiations are implemented, but these ones are known to have a very s m d  
effect. The relative difference between the two sample cross sections is shown in 
figure 8.19. All the cuts listed in table 8.1 have been applied. The two cross sections, 
with and without radiative corrections, are very similar. There is no systematic shift 
betwun these cross sections and the relative difference is H O %  or less. Therefore, 
the QED effects on the forward jet cross section can be neglected. 



Hadron level 

Figure 8.19: Cross section cornparison between the forward jets generated wzth radia- 
tive corrections (uQED) and without(uB,,). The upper plot pictures the diflerential 
cross section, while the bottom plot is the relative diffennce between the cross sections. 

8.4.5 Dependence of the Results on the Jet Algorithm Used 

Although the d u e  of the jet cross sections at detector and hadron levels depend 
on a large numbet of factors, an inclusive study of all the parameten involved in 
the determination of the forward jet cross section would be a long and tedious task 
beyond the acope of the present study. The a h  of this section is just to present two 
of the facton which may change, if not the physics message of the analysis, at least 
the absolute meanhg that one could give to it. 

One of the crucial ptoblems of this analysis is that, in otder to evaluate a patton 
level effect, we make use of rn algorithm which is supposed to improve the agreement 



between the parton and the hadron levels. As we saw in section 8.4, this was not 
a trivial, one-to-one correspondence, so that different algorithms may give different 
answers. In figure 8.20, the data cross sections (obtained with the algorithm PU- 
CELL) are compared to the predictions af ARIADNE pedormed with three different 
jet algorithm: PUCELL (which was used all over the analysis) and two algorithms 
frequently used at ZEUS: EUCELL and PXCONE. The difference between the algo- 
rithms lies mainly in the way they treat the energy shared between two overlapping 
jets. Fcr instance, the minimum fraction of energy shared required for rnerging two 

jets is different from one algorithm to another. In figure 8.20 a), all the algorithms 
are used with the same cone radius 1. There is about a 30% spread on the value 
of the cross section. When the jets are generated wit h different radii, all the results 
can match as in figure 8.20 b), leading to the foilowing correspondence: PUCELL 
(R=l)  = PXCONE (R=1.2) = EUCELL (R=0.9). It muet be added heïe that the 
radius of the jets were properly tuned to some well known distributions, but as we 
saw in chapter 6, the interna1 structure of the jets is different in the forward region. 
Findy, the parton level calculations (either BFKL or CCFM) are also subject to to 
theoreticai uncertainties which can lead to comparable discrepancies. 

Similarly, varying the cone radius of the PUCELL algorithm by f 20% can lead to a 
30% spread of the cross section, as can be seen in figure 8.21. There is no definitive 
"best choice" for the determination of the cone radius or the algorithm used. The 
most natural criteria is the correspondence between hadron and parton level jets. 
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Figure 8.20: Hadron level je t  cross sections in the data (obtained toith the PUCELL 
algorithm) compand to the pndictions of ARIADNE 4.08 obtained with three diferent 
jet algorithnu: PUCELL, PXCONE and EUCELL. a) AI1 the algorithm u s e  the sarne 
radiw. 6) Diffennt radii are w e d .  
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Figure 8.21: Hadron level jet cross sections in the data (obtatned with the PWCELL 
algorithm) compared wtth the pndictiow b y  ARIADNE 4.08 obtained wtth PUCELL 
and thne cone radti: 0.8, 1 and 1 .P. 



8.4.6 An Alternative Explanation: the Equivalent Photon 
Approximation (EPA) 

Recently, another attempt to explain the excess in the forward jet cross section with 
respect to the standard DGLAP mode1 predictions (and the NLO calculations) has 
been presented [129]. The evolution mechanism that it involves is based upon the 
equivalent photon approximation (EPA): if the scale which is probed by the hadron 
jet is larger than the four-momentum squared Q2 of the photon, one might then be 
able to resolve the structure of the photon, even at moderate Q2 (Q2 > 10 GeV2). In 
this case, Q2 ceases to be the natural scale of the process and a DCLAP-like process 

cm take place, picturing an evolution from the hard jet (which sets the scale) to the 
photon side. This backward evolution is pictured in figure 8.22. 

E.P.A. 

Matrix Element 

Figure 8.22: Schematic description of the equivalent photon approzimation. The fac- 
torisation scale on the proton side being larger than Q2, one con resolve the structure 
of the photon. Hem PDF means Parton Diatribution Function. 

In order to genetste this kind of events, a new Monte Cado simulation has been pre- 
sented, RAPGAP [56], which uses the USchüler-Sj6strand", SaSgam, parameterha- 
tion (1301 for the stnicture function of the photon at high Q2. Within this fiamework, 
two eamples must be added (as in photoproduction): a direct part, which pictures 
the atmdard DGLAP evolution, as in LEPTO and HERWIG, and the resolved part, 
whieh implementi, the EPA. In figure 8.23, the cornparison between the data emss 
sections comcted at hadron kvel and the predictions obtained by RAPGAP and 



LEPTO is presented. The direct process is consistent with LEPT09s prediction, 
while the sum of direct and resolved processes describes well the data (at least, as 
good as ARIADNE). There is however some nuance to bring to this result: in order 
to have any contribution fiom the photon structure, the factorization scale for the 
photon side, p29 has to be much larger than the Q2 of the photon (in figure 8.23, the 
scde is taken to be +Q2, pi being the sum squared of the transverse momenta of the 
leading order partons). Similarly, the "amount of resolved photon" which contnbutes 
to the forward jet cross section changes when the scale is changed: in figure 8.24, 
the same process is considered with three different scales: Q2/2 + p:, Q2 + Pi and 
4 *Q2 + p i .  Whereas the direct component of the process does not change much, the 
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Figure 8.23: Diffenntial hadron level jet cross sections in the data (obtoined with the 
PUCELL algorithna) compared wàth the predictions by RAPGA P 2.06 implementing 
direct and resolved processes. 

resolved cross section dcpends considerably on the scaie. Indeed thete is no resolved 
part when the scale is set to Q2, while the resolved component dominates over the 
direct one when the scale is set to 4 Q2 + p:. The phenomenologica\ input to the 
mode1 is therefore very important and this makes the predictive power uncertain. 
However, a resolved component in the photon is certainly a possible urplanation for 
the forward jet excess and NLO corrections for the resolved part of the process are 

upected and could improve the accutacy of the predictions. 
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Figure 8.24: Hadron level jet cmss sections obtained with RAPGAP 2.06 (resolved 
and direct processes) for three diferent choices of scale. 



8.5 Extending the Kinematic Region of Interest 

In section 8.1 of this chapter, the E;/Q2 distribution of the forward jet was shown to 
be a good estimator for the various parton evolution mechanisms which can take place 
in DIS. Three kinematic regimes have been determined, when comparing the various 
data points to the models at detector level: the region where the DGLAP picture is 
valid, Q2 > Ei, the region where the contributions kom higher order processes and 

BFKL-type processes dominate, Q' - E$ and the region where the hard scale is set 
by the transverse energy of the jets E; > Q2. 

For a better understanding of these various regimes, the E$/Q2 distribution of figure 
8.2 has been corrected to hadron level. As the resolution of the variable Ei/Q2 is 
quite large in the forward jet analysis, the bin size has been doubled. The correction 
factors are shown in figure 8.25. The average efficiencies and purities are 40%. The 
maximum values of the purities and efficiencies lie in the high ET limit, which is 
expected as the high ET jets are easy to measure and provide a clean sample. The 
minimum value of the purities and efficiencies is found in the region E: - Q2, which 
corresponds to the phase space under investigation in the rest of this chapter. This is 
due to the fact that both ET and Q2 have relatively low values. In this plot are also 
shown the values for efficiencies and purities where the events are not required to be 
generated and reconstructed in the same bin (see section 7.3.3). This is equivalent 
to Say that the the migration fiom bin to bin of E+/Q2 between generated and 
reconstructed level is not included in the definition of purity and efficiency. From 
the difference between the two values (with and without the requirement of being 
generated and reconstructed in the same bin), one c m  infer the average amount of 

bin-to-bin migration of the sample, which is typically between 10% and 20%. 

Once the data have been comcted, they are compared to some Monte Carlo models 
in figure 8.26. The same simulations as for the z distribution an shown: ARIADNE 
4.08, LEPTO 6.5, HERWIG 5.9 and LDC 1.0 (the systematics checks are similor to 
those which were performed for the previous distribution). The same trend as at 
the detector level is observed: the sune three kinematic regimes shows up in the 
comcted E$/Q2 distribution. The DGLAP-based models, as well as ARIADNE and 
LDC sre valid for Q2 > E;, while only ARIADNE describes the data at  E i  .- Q2. 
In the thitd region, the LDC model describes the data best, although it t b i t s  a 
s m a k  cross section over the full range. LDC is the only model whieh treats forward 
evolution (kom the on-shd puton at  the proton dde to the &tuai photon) and 
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Figure 8.25: Eficiency, purity and correction factors for the Ei/Q2 distribution of the 
fortuard jets. Al1 the cuta listed in table 8.1 , but the one on ET/Q2 have been applied. 
The black dots correspond to the realpurity and eficiency. The open dots correspond 
to the vulues of purities and eficiencies when bzn-to-bin migration is  crllowed. 

backwatd evolution (fiom the hard, virtud jet to the "softer" photon) on a similar 
footing, as the evolution properties are symmetric with respect to the photon-proton 
axis. However, since LDC does not reproduce the data cross section in a region where 
it should (Ei/Q2 - I), to conclude on an eventual backward evolution towards the 
photon side is still too premature. Similarly, the comparison with the RAPGAP 
model (set section 8.4.6) is made in figure 8.27. There also, the additional resolved 
contribution from the photon improves the description of the data. As in the case 
of LDC, the data exhibits smailer cross sections than the model. Once again, the 
predicted cross section depends on the scale selected and no strong condusion can be 
drawn. 

8.6 The kT Analysis 

This analysis has also been performed with the b algorithm (see [131]), but the 
experimentd results have proven to be disappointing. In the analysis, the resolution 
puameter, y, is set equal to 0.5 (see section 6.1.2). The absolute scale used during 
the dustering process is Q2DA at the reconstructed level and Q2Tp<u at the pnerator 
level. The jet dustering is done in the Brtit h e  (the four momenta of the partides 
are boosted to the Breit kame where the dostering is done, the jets are then boosted 
back to the laboratory &une where the cuts are applied md the cross sections are 
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Figure 8.26: Differential hadron level foriuard cross section a function of E+/Q2. 
Al1 the cuts listed in table 8.1 , but the one on E;/Q2 houe been applàed. The two 
vertical lines show the làmits of each linernatical regime (see text). The statistical 
errors are shown as thick error bars, and statistical and systematic errors added in 
quadrature as thin error bars. The comlated errors due to the uncertainty of the jet 
energy scale a n  giuen as the shaded band. 

evaluated). The exact cuts listed on table 8.1 are applied to the jet. 
r 

The cornparison between the jet cross sections at various level of the reconstruction 
process (detector level, hadron level and parton level) is shown in figure 8.28. The 
difference between hadron and parton level cross sections indicates that the objects 

found at hadron level are mostly not corning fiom hard processes (as in the case of 
LEPTO, with the cone algorithm). 

The cross section at detector level is much larger than at hadzon level, especidy in 
the srnallest x bina, indicating that most of the objects found afkr clastering the cells 
of the caiorimetet not only do not comspond to any bard physics, but w not even 
related to any generator level quantity. This translates into the values of puxities and 
effiuencies of the jets, shown in fiyre 8.29. At low 2, they an typically of the order of 
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Figure 8.27: Differential hadron level fonuard cross section as a finciion of E + / Q 2 ,  
compared to the RAPGAP predàctions (scale CC2 = PT + Q2). The statistàcaI errors are 
shown as thick error bars, and statistical and systematic errors added zn quadrature 
as thin error bars. The errors due to the uncertaznty of the jet energy scale are gtven 
as the shaded band. 

10% or less and the correction factor is about 2. This time, not only the resolution of 
each variable used in the cuts enters into account in the determination of the purities 
and efficiencies, but the n a t w  of the jet found in the calorimeter is not related to 

the hadron level. This can be shown when comparing quantities found at hadron and 
detector level. In figure 8.30, the correlation between the pseudorapidity of the "true" 
jet, found at generator level is plotted versus the pseudorapidity of the detected jet. 
For q > 2.2, the kT algorithm finds after the reconstruction a large amount of jets 
which are not correlated with the jets found at the generato: Ievel. The jets at hadron 
level are in average more forward than the detector jets and therefore do not survive 
the mai0mum r )  eut of 2.6. These hadron level jets are actually receiving contributions 
from the forward tegion, possibly fiom the proton remnant, which shift the overd 
pseudorapidity to the forward tegion. Other evidences a i e t  which make us think that 
the kT dgorithm, in this implexnentation, can not make a dear distinction betwccn 
the forwa~d jet and the remnant in the forward region of rapidity (cf. [131]). One of 
the ucplanations which cari be advanced is that the Q2 scale used by the algorithm 



Figure 8.28: Differential padon, hadron and detector level forward jet crosg sections 
obtained with the ARIADNE 4.08 ~imulations, wing the kT algorithm. 

to perform the clustering in the Breit fiame is not suited in this kinematic region. 
As a matter of fact, in the phase space region probed, one does not expect that Q2 
sets the scale of the hard process (in fact this should not be the case by consttuction, 
as the analysis is performed in the region where the transverse energy squared of the 
jet is on the order of Q2). The behavior of the correction factors suggests a similar 
explanation, as they corne closer to one at high x ,  where Q2 is larger and might be 
the correct scale of the process. 

The determination of the real scde of the process and its implementation into the kT 
algorithm, to find forward jets in DIS, is therefore not straightforward and then no 
sttong conclusion can be drawn fiom this analysis. 



Figure 8.29: Purity, eficiency and correction factors for the forwurd jets obtained 
with the kT algorithm. 

Figure 8.30: Comlation betuieen the pseudorapidity of the hadron and the detedor 
leuel jets with the kT dgoorithrn. Ail the cuts hted in table 8.1, but the one on rlja 

are applied. The duhed liner show the value of the pseudorapidity cub. 



Summar y 

The forward jet cross section has been measured in the 1995 data with the cone 
algorithm, using the ZEUS detector. The internal structure of the jets has been 
studied and the data cross sections have been corrected for detector effects using 
standard Monte Car10 simulations. The comparison between the corrected data and 
the Monte Carlo simulation for ET/Q2 - 1 shows that the DGLAP-based MEPS 
models, LEPTO and HERWIG, fail to describe the absolute jet cross section in the 
data, while the ARIADNE model, which does not implement the same type of parton 
evolution, strongly ordered in ET, describes the data accurately. This strong dis- 
crepancy is a hint that in the low x limit, there are hard processes not implemented 
in the MEPS models. The nature of these hard processes can only be determined 
when the hadronization effects are subtracted fiom the measurements. The LDC 
model, which implements literally the CCFM equation and should thereiore match 
the BFKL predictions at low x ,  is unable to reproduce the experimental cross sections. 

At high x ,  the LEPTO and ARJADNE model converge and reproduce the exper- 
imental cross sections, but LDC and HERWIG stiil exhibit smaller cross sections. 
One explanation could be the requirement of strong angular ordering which is imple- 
mented in bot h lot ter models. 

The NLO calculation, as implemented in MEPJET, are in good agreement with the 
predictions of the DGLAP-based processes, LEPTO and HERWIG, and show much 
srnder cross sections than ARIADNE. For the comparison to the data, a hadionka- 
tion correction has been applied, but it has been found very model dependent, as the 
correction factors are very different between LEPTO and ARIADNE. The existence 

of large correction factors in LEPTO at low z is again an evidence that the hard 
processes which are probed are not implemented in this model. The Soft Colour In- 
teraction is an example of a non-pestutbative process which contributes significantly 
to the forwatd jet rate in LEPTO. 

An attempt to use a contribution of the resolved photon into the determination of 
the cross section successfully describes the d u e  of the forward jet cross section but 
is bound to a large scale dependence, which makc the condusions uncertain. 



The study of the forward jet cross section in an extended range of q/Q2 revealed 
three kinematic regions, depending on the scale of the process: 1) ET/Q2 < 1: the 
scale is set by Q2 and all the predictions converge to the experimental distributions, 
II) E;?/Q2 - 1: the DGLAP approximation is not valid any more and ARIADNE 
is the only model describing the data, III) E i / Q 2  > 1, the hard scale is set by the 
transverse energy of the jet, as in photoproduction, and no model reproduces the 
data, except the RAPGAP model, very dependent on the factorization scale. 

The measurement of the forward jet cross section is bound by several uncertainties, 
such as the dependence of the result on phenomenological parameters (e.g. the radius 
of the cone) or the uncertainty on the corrections to parton level which currently 
makes the comparison with theoreticd calculations perforrned at the parton level 
valid only within to about f 30%. The ideal method of comparison would be to use 
the exact same algorithm in the theoretical calculations as in the data, but the BFKL 
calculations do not implement this scheme yet. This present level of accuracy is also 
expected in the calculations, so that the results are still meaningful in terms of hard 
physics processes. 



Chapter 9 

Conclusions 

Low-x physics in Deep Inelastic Scattering has long been known as one of the best 
place to study the dynamic of parton evolution. In this region of the phase space, 
the parton emissions, which can be treated perturbatively thanks to the property of 

asymptotic freedom, are extremely sensitive to the approximations which are per- 
formed in the various parton evolution schemes. The standard DGLAP evolution, 
which resums log Q2 terms only and then predicts parton emissions strongly ordered 
in transverse momentum, is expected to fail in this region, while the new pictures, 
based either on the summation of logarithms of (BFKL scheme) or on the an- 
gular ordering of the parton emissions (CCFM scheme) are both expected to yield 
good results. The theoretical studies which have been performcd on the cornparison 

, between the various schemes predict that at low values of x ,  the difference is dramatic. 

However, this phase space region is also extremely sensitive to the long-range physics, 
dominated by the property of confinement and non-calculable through the stan- 
dard methods, so that the extraction of the proper QCD effect from the huge non- 
perturbative background is the main challenge of all analyses whose goal is to study 
the parton dynamic at  low 2. The choice of the variable used in order to probe the 
parton dynamic is then of a cruciai importance and the effects of non-perturbative 
physics on this variable muet be checked carefully. As a matter of fact, the influence 
of long-range physics on indusive quantities like the proton structute function and 
the transverse energy flow can not be disantangled from the perturbative evolution. 
Therefore no conclusion on which type of parton evolution takcs place and which set 
of approximations is d d  c u i  bc drawn fiom such inclusive variables. 



Jet variables are sensitive to QCD effects and less influenced by non-perturbative 
physics. However the experimental definition of a jet is dependent on a certain al- 
gorithm. Up to now, the jets were used at HERA only in the high Q2 range and 
with fairly large transverse moments, so that the systematics of the jet algonthm 
were reduced by the fact that the jets probed were very coliimated. At Iow 2, these 
effects are not so weil known. Although a lower eut on the transverse momentum is 
supposed to reduce the effects of soft physics on the final cross sections or angular 
distributions, this problem rnight bounce back through the dependence on the algo- 
rithm. However, jets are closely related to the details of the parton evolutions as their 
four momenta are supposed to reproduce those of the hard partons through the prop- 
erty of local parton-hadron duality and are therefore privileged objects to probe them. 

In this work, the study of the parton dynamics at low x has been performed with 
two methods using the jets observables. The first method is an attempt to probe 
indirectly the underlying parton evolution by measuring their effects on the angular 
correlation of the two leading order jets. As the analysis focuses on the tail of the 
azimuthal correlation, in the region where both jets are very close to each other in 
the transverse plane, the uncertainties due to the cone jet algorithm must however be 
removed by a cut which reduces the sensitivity to the various modes of parton evo- 
lutions. When comparing the measured distributions to the DGLAP-based Monte 
Carlo simulations, LEPTO or HERWIG, no large discrepancy is found, and the ARI- 
ADNE model which implements some of the features of a BFKL-iike evolution, is 
dso consistent with the former Monte Carlo models. 

The second measurement aims at looking directly at the partonic emissions by fo- 
cusing on a single parton, at a higher stage of the evolution (and for this reason, 
narned forward jet). The emission rate of this type of parton is largely suppressed in 
a DGLAP-based picture, so that the value of the forward jet cross section can give an 
indication of the validity range of this model. Indeed, the measured hadron level jet 
cross sections d i b i t  a dear utcess with respect to LEPTO and HERWIG in the low- 
z Mt, even with ail the non-perturbative effects tunied on. This cross section agiees 
moreover with the predictions of the ARIADNE simulation, which is attributed to the 
effects of a puton evolution, non-ordeted in transverse momenta. The disagreement 
with a fitst release of a CCFM-based simulation like the LDC model is stül a puzzle, 
as this pictun implements the lrind of physics which is expected in this kinematic 



region. The answer may corne fiom the high x limit, where both LDC and HERWIG 
converge in cross sections and lie much below the data cross sections. One hypothesis 
is that the coherence effects, strictly implemented in each one of these models and 
handled by the angular ordering of the parton emissions, are restricting the available 
phase space for emission, leading to too small cross sections. 

An alternative explanation of this excess of forward jets with respect to the DGLAP 
predictions was provided by the RAPGAP model, which predicts that, when probing 
high ET jets, one can resolve the structure of the photon. The forward jets would 
then be the consequence of the existence of a "photon remnanty' which has yet to be 
studied in detail in DIS. The attractive feature of this model is that it reproduces 
the data cross sections over the full E$/Q2 range, while all the other models fail for 
Eg/Q2 > 2. This is indeed the region where the effects of a resolved photon are 

expected to appear as ET is the hardest scale of the process which makes this case 
similar to photoproduction. On the other hand, for E$/Q2 < 0.5, Q2 is the hard 
scale and all the models converge. 

Idedy, the study of the parton dynamic should involve a parton level comparison 
between the data and the theoretical predictions (for ail the models). In practice, 
this comparison is bound to very large uncertainties due to the model dependence 

of the hadronization correction. This is once again the consequence of the influence 
of the large non-perturbative effects at low x ,  which affect the jets properties. A 
better understanding of these effects is mandatory for a more conclusive study of this 
kinematic region. 

In summary, as expected, the jets are less sensitive to hadronization effects than 
the other observables and mon sensitive to the perturbative evolution, so that the 
forward jet analysis provides us with the evidence that HERA reaches the region 
where the standatd DGLAP modds are no longer valid. The next generation of event 
generators, with a more accurate implementation of non-perturbative effects sach as 
soft colour interaction and colour coherence should improve the interpretation of these 
results in terms of hard physics and reduce the uncertainty due to the hadronization 
phase. 



Appendix A 

Reconstruction of the Kinematic 
Variables 

In chapter 2, the main vafiables which are determining the kinematics of the event 
were presented: the virtuality of the scattered photon Q2, the scaling variables x 

(which corresponds to the mornentum traction of the struck quark in the QPM) and 
y, the energy transfer trom the leptonic to the hadronic system (in the rest frame of 
the target hadron). These vaxiables are defined by the set of equations: 

Here, the variables k and kt correspond respectively to the positron momenta before 
and after the collision p and p' are likewise the proton momenta before and after the 
collision while q is the momentum of the scattered photon in the laboratory frame. 
These variables are displayed in figure A.1, topther with Be, the angle of the scattered 
positron and r h ,  the mgle of the 'current' jet, namely the rtnick parton in the QPM. 
To determine these variables fiom a HERA evcnt, the three most cornmon methods 
are: the dectron method, which uses only the information givcn by the scattered 
positron, the Jacquet-Blondel met hod, which uses only the hadronic energy informa- 
tion of the event and the double angle met hod, which teduces the enetgy fluctuations 
by considering only the angles of the two systems. 



k 

Electron method 

Jacquet-Blondel method 
/ 

P 

proton 

Figure A. l :  Deep inelastic scattenng between the vartual photon and the proton in the 
QPM. 

The conservation of energy and momentum, which enables the determination of the 
kinematic variables reads: 

A.1 The Electron Method 

This is the easiest method to obtain z, y and Q2. By simply identifying the positron 
variables with the vatiables presented in equations A.1, A.2 and A.3, we obtain the 



following set of equations: 

Q: = 2EEt(1 + COSO.) 

Here P is the momentum of the incoming proton. The method gives the best results 
for y - 1, where the energy fluctuations do not affect too much the vdues of x and Q2 
(see [121]). Usuaily, a cut on y (y > 0.01) is needed in order to have good resolutions 
for the kinematic variables. Overall, the electron method gives the best resolution of 
z and Q2 ovei BU the kinematic range considered in this analysis and is therefore the 
one we chose to use in this thesis. 

A.2 The Jacquet-Blondel Method 

This method uses exchsively the information from the hadronic system to determine 
the kinematic variables. It is usefd in Charged Current events (CC) where the scat- 
t e n d  neutrino can not be measured. Otherwise, this method is dependent on the 
hadronic energy fiuctuations and u s u d y  gives a poor resolution for x and Q2, as it 
relies on the resolution of the hadronic energy which is in all cases poorer than the 
positron resolution. 

The variables are determined by identifying the Mnables on equations A.1, A.2 
and A.3 with the hadronic variables: 

Although the Jacquet-Blondel method is rarely used to determine t and Q2, the 
variable y jg  is often identified with y. 



A.3 The Double Angle Method 

The third reconstruction method relies only on the angles of the leptonic and hadronic 
system after the collision. The purpose is to have a reconstruction method very Little 
dependent of the eneigy fluctuations of each one of the systems, and therefore, of the 
calibration of the calorimeter. 

In the QPM, the conservation equations listed in A.4 and A.5 can be written: 

Energy conservation: E p + E = E ' + E h +  x P + E =  E r + E h .  
Longitudinal momentum conservation: x P - E  = E'cose. + Ehcoqh.  
Transverse momentum conservation: E'~in0. = &sinrh. 

Therefore, the energy of the scattered positron can be expressed as a function of r h ,  

B. and E :  

Substituting the positron energy in the equations given by the electron method, one 
obtains the various kinematic variables as a function of 8. and yh: 

(A. 14) 

The main problem with this method is to detesmine the angle rh. The calculation 
uses the integrated energy and position of the hadronic system: 

Yh = 
(Ci + (Ci P',i)' - (Ci Ei Ez,i)' 

(Ci P',i)l+ (Ci PV,i)* + (Ci Ei - Ez,i)' 

Here Pi and Ei are the momentum and energy of the hadronic ceU i (the positron 
cells are removed from this calculation). This can be shown to bc in first order 
independent of the energy fluctuations. However, at low x ,  the determination of 
the position of the hadronic system becomes inaccurate and the method gives poor 
resolution. In figure A.2, the relative tesolution of z and Q2 is shown fot the two 
reconstruction methods 'electron' and 'double angle' using the Monte Car10 'Truen 
d u c .  The resolutions u e  plotted in the kinematic tegion of the fornard jet andysis, 
namely Q2 > 12.5 GeV3, 4.5 IO-' < z < 4.5 IO-', E.t > 10 GeV and y > 0.1. 



Figure A.2: Relative nsolution for the variables x and Q2 with the two reconstruction 
methods 'electron' (EL) and 'double angle' (DA). The cuts applied are Q2 > 12.5 
CeV?, 4.5 IO-' < x < 4.5. IO-', E,t > 10 GeV and y > 0.1. 



Appendix B 

The PUCELL Jet Algorithm 

The jet finding performed in the two analyses presented here is based on the cone 
dgorithm, implementing the standard Snowmass convention (see section 6.1.2). The 
jets are found either by applying the algorithm on calorimeter ceiis or on the four 
momenta of the partide generated in the Monte Cu10 simulation. 

This algorithm, PUCELL Il321 is one of the most commonly used within the ZEUS 
collaboration. It proceeds via the foIlowing steps: 

Step 1: The ceils (partides) are sorted out according to their transverse energy. A 
pointer is set to ail cells which have a transverse energy larger than a certain 
seed energy ( ET,cell > E;."d (=0.5 GeV)). These are the seed cells. 

Step 2: Around each seed c d ,  the distance to each other ceU, 

R = ,/(7+p" - q d ) 2  + (qPed - q W l ) 2 ,  is computed. if R < 1, then the ceU is 

merged into an new object, a 'pre-chster", whose transverse energy, pseudora- 
pidity and aaimuthal angle are defined by the equations 6.2,6.3,6.4, yielding the 
quantities: 7$", V t ,  ET,jeL. The list of all cells contributing to the pre-cluster 
is kept in an artay. 

S tep 3: The seed is then reset with rlWd = @t and 4''" = Pt. 

Step 4: The cells are merged as in step 2 with the new seed. The list of c d s  thus 
obtained is compated to the one obtained in step 2. If the lists are the same, 
the merging procedure is stopped and the algorithm moves to step 5. If the list 
ciiffers, the algorithm goes back to step 3. A maximum number of iterations 
(75) ia given above which the jet finding is stopped. 



Step 5: Once step 3 is complete, some of the celis might be cornmon to several cluster. 

The energy of the overlapping region is estimated by summing up the energies 
of the cells in the overlap region. If the sum of the energies is larger than a 
fiaction (usually set to 75%) of the energy of the smallest cluster, the two jets 

are merged. If it is smaller, each cell is assigned to its closest cluster. 

Step 6: The cluster is now formed and its position and energy are now re-evalusted 
according to equations 6.2, 6.3 and 6.1. The jet is then fosmed by taking only 

cells within a radius of 1 from the center. 

Step 7: All the remaining jets are re-ordered according to incteasing transverse en- 

ergy- 



Appendix C 

Reference Frames 

In the various analyses presented in this study, different reference hames were used 
to describe the various MRables involved. The phase space which is probed is mainly 
defined by Lorentz invariant parameters, Q2 and x, so that the total inclusive DIS 
cross section is frame independent (t his is true for Fz as well). However, in jet studies, 
the phase space is of paxticular importance as the kinematic variables used to define 
jets are usudy not Lorentz invariant. 

The three frames appeaxing in this work are: the laboratory irame, the photon-proton 
Center of M e s  frame (or Hadronic Center of Mass fiame or HCM frame) and the 
Breit fiame. They are described below and the correspondence between them is given. 

C.1 The Laboratory Rame 

The most natural frame to perform an operation in an analysis (üke jet hding) is 
the laboratory kame, that is the fiame of the ZEUS detector. The Z direction is set 
by the direction of the proton beam, Y points upwards (in the vertical plane) and X 
Lies in the horizontal plane, pointing towards the center of the HERA ring. 

In this fiame, the momenta of the proton and of the positron are: 



The four momentum of the photon is defined as the difference between the momentum 
of the scattered positron and PPnc,,. In order to conserve energy and momentum, 
the transverse momentum of the hadronic system must balance the transverse mo- 
mentum of the scattered positron. 

In both studies performed here, the jets are iound in this frame. This means that 
the clustering algorithm is performed on four-momenta defined by the cells of the 
detector. This is more naturd from an experimental point of view as the cell con- 
figuration in another fiame might be very different from the one in the detector. 
Besides, the reconstruction of the jets in the laboratory frame is independent from 

the reconstruction of the scattered positron, which is not the case in the other trames. 

C.2 The Center of Mass Frame (HCM) 

In general, fiom the theoretical point of view, it is easier to perform calculations 
without taking into account the boost due to the difference of momentum between 
the two particles taking part in the collision. This problem does not exist in the LEP 
e+e- environment, but it is crucial in the ep collisions. 

The hadtonic center of mass system acconnts for this. If @ is the momentum of the 
proton and P, the momentum of the exchanged boson in the laboratory fiame, P' and 

th& momenta in the HCM frame, it is defined by the condition: 

So the boost is defined by the P: 

The transformations ate defined as usud, with the 7 parameter: 7 = *, using 

the following set of equations ' : 



Photon 
\ e' 

Proton 

Figure C.l: The Hudronic Center of Muss (HCM) system. 

The Z axis is usudy defined by the position of the exchanged boson. 

In the HCM kame, the total hadronic transverse momentum is O by construction. 
The total invariant mass of the system is W2 = (P + q)*. In the HCM Irame, the 
current hemisphen is defined by the direction of the struck quark and the target 
(fragmentation) hemisphere is defined by the direction of the proton remnant. Both 
are not necessary collineat 
the struck quark does not 

C.3 The Breit 

The Breit hame has been 

to each ot her. This would be only true in the QPM, where 

carry an intrinsic transverse energy within the proton. 

defined by analogy with the e+e- experiments, where the 
quark-antiquark pair is created back- to- back, wit h the same overail moment um (see 
figure C.2). 

Figure C.2: e+eœ scattering. 

In an ep scattering ptocess, the Breit kame is defined so that the current and target 
hemisphen (in the QPM) are cohear  and cary the crame momentum. It ean be 
shown that this condition is fnlfilled if the urchanged boson is completdy space-like, 

the prime(') indices t&r to the coordinate system in the trime of tramformation 
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that is with no energy and a momentum -Q (so that Q2 = -q2) ,  so that we cm 

write its four-momentum as: (O, O,O, -Q). In this case, if the proton comes with 
a fout momentum (Ep,  O, O, Ep).  and the strudr quark ks a four momentum 2 P (in 
the QPM) so that XP = (Q/2,0,0, Q/2), then because of momentum and energy 
conservation, the outgoing quark momentum will be z P = (Q/2,0,0, - Q / 2 )  (see 
figure C4, according the equation: 

In this case, the outgoing quark is reverted, reminding of the back-to-back correla- 
tion of the ef e-. Assuming that the rest of the proton is not affected by the collision 
(which is a good approximation in the QPM), the Breit lrame defines two hemispheres 
in the ep collision: the "target" (or Lagmentation) hemisphere, which is detuied for 

pz,Btnt > O and is oriented dong the proton direction in the Breit Frame, and the 
u current" hemisphere (for p ~ , ~ ~ r i ~  < O), which is defined dong the struck (leading 

order) quark. This distinction between target and current is only exact in the QPM 
and is approximative at leading order of a,. Nevertheless, the fiame is useful in prac- 

tice to identify the jets which are probed (either LO jets or part of the gluon ladder). 

C 

Proton, P 

Figure C.3: The Bnit jrame (in the QPM). 

In order to perform the transformation to the Breit frame, the photon direction has 
first to be rotated to Lie in the negative 2' direction. The positron scattering plane 
usudy defines the (X9,Z'). The Lorentz transformatioii to the Breit frame is dehed  
by the P vector: 



where ET is the energy of the photon in the laboratory fiame. The boost to the 
HCM or to the Breit fiame have many theoretical advantages, as the calculations 
are easier in these trames and the interpretation in terms of hard and soit physics 
are more straight iorward. Some jet algorithms (for instance the kT (861) duster the 
four momenta of the particles found in the Breit kame as the cornparison between 
the transverse momentum of the jet and the scale of the process is easier there (cf. 
chapter 6). Nevertheless, the experimental uncertainty due to the boost, and in 
particular the large dependence of the resuits on the reconstruction of the positron, 
is often the dominant contribution of the inaccuracy of the measurement (see for 
instance [133]). This is why this study has been performed in the laboratory kame. 



Appendix D 

Glossary 
-- 

Expression 

QCD 

DIS 

QED 
NLO 

QPM 

QCDC 

BGF 

DGLAP 

LLA 

DLLA 

CTEQ 

MRS 

GRV 

BFKL 

CCFM 

HCM 

LEPTO 

Meaning 

Quantum Chromodynamics; theory of the strong interaction 

Deep Inelastic Scat tering 

Quantum Electrodynamics; theory of the electroweak interaction 

Next-to-Leading Order corrections 

Quark-Patton Model; lowest order in DIS 

QCD Compton; first order in a, in DIS 

Boson Gluon Fusion; first order in a, in DIS 

Dokshitzer-Gribov-Lipatov-Altarelli-Parisi; evolution equations 

Leading Logarithm Approximation 

Double Leading Logmithm Approximation 

Coordinated Theoretical Experimental project on QCD; 
set of structure functions 

Martin-Roberts-S tirling; set of structure functions 

Gliick-Reya-Vogt ; set of structure functions 

Balit SE-Fadin-Kurscv- Lipatov; evolution equation 

Ciafaioni- Cat ani-Fiorani- MuChesini; evolution equation 

Hadroaic Center of Mass kame 

Monte Cu10 simulation batzed on the MEPS mode1 

- 
Page - - 

2 

2 

7 

10 

11 

16 

16 

21 

21 

23 

24 

24 

24 

27 

32 

34 

35 - 



Expression 

ARIADNE 

MEPS 

MEP JET 

DISENT 

DIS ASTER 

ISR 

FSR 

HERWIG 

CDM 

LDC 

SC1 

FCAL 

BCAL 

RCAL 

EMC 

HAC 

SRTD 

CTD 

GFLT 

GSLT 

TLT 

PUCELL 

PDF 

Meaning 

Monte Csrlo simulation based on the colour dipole model 

Matrix Element-Parton Shower model (LEPTO and HERWIG) 

Next- to-Leading order calculation package by Mirkes et al. 

Next- to-Leading order calculation package by Seymour et ai. 

Next-to-Leading order caiculation package by D. Graudenz 

Initial State Radiations 

Final S t at e Radiations 

Monte Carlo simulation based on the MEPS mode1 
and using the CLUSTER model for hadronization 

Colour Dipole Mode1 (ARIADNE) 

Linked Dipole Chain model 

Soit Colour Interactions in the LEPTO simulation 

Forward Calorimeter 

Barre1 Calorimeter 

Rear Calorimeter 

Electromagnetic cells in the calorimeter 

Hadronic cells in the calorimeter 

S m d  Rear Tracking Detector 

Central Tracking Detector 

Global First Level Trigger 

Global Second Level Trigger 

Third Level Trigger 

Type of Cone algorithm used to define a jet 

Parton Distribution Function 

Page - - 
35 

44 

45 

45 

45 

47 

47 

47 

47 

49 

52 

60 

60 

60 

62 

62 

64 

65 

69 

69 

71  

83 

174 - 
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