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ABSTRACT 

A three dimensional, automatic, anatomy-based system For portal verification has 

been developed based on an FFT implementation of Pearson's correlation coefficient 

(PCC). The PCC requires no anatomy or point-pair identification, is robust when 

encountenng changes in scaling and shifts in image amplitudes and requires no prion 

knowledge of the anatomy, which makes it an ideal candidate for portal-to-DRR image 

registration. Features for matching are selected €rom onhogonal pond images and 

compared to the corresponding megavoltage D M .  The position of the highest correlation 

value is then converted into beam-to-patient geomeiry and compared with the actuai 

patient setup. By continuously generating DRRs, the system is capable of vetifymg 

translation mon, in-plane rotation and out-of-plane rotation errors. The mean accuracy 

of translation and rotation registrations tests were 0.58 mm and 0.79" respectively for 

DRR-to-DRR matching, and 1.22 mm and 1.3 1" respectively for portal-to-DRR matching. 



Une méthode automatique, tri-dimensionnelle, basée sur la position relative de 

traits anatomiques, pour la vérification du positionement à l'aide d'images portales a été 

developée. Le coéfficient de correlation Pearson (PCC) a été utilisé comme engin de 

correlation, car ce dernier ne requiert pas d'identification anatomique, est indépendant des 

déplacements et des changements d'amplitudes de l'intensité des images, et n'exige aucune 

co~aissance antérieure de l'anatomie. Ce tout rend le PCC un candidat idéal pour la 

comparaison des images portales avec des radiographies reconstruites digitalement 

(DRR). A partir de deux images pondes onhogonales, un trait anatomique de chaque 

projection est selectio~é et comparé au DRR rnegavoltage correspondant. La position du 

coéfficient de correlation maximum révèle les paramètres qui simulent la paire de DRR 

ressemblant le plus aux images portales orthogonales et permet d'identifier des erreurs 

dans le positionnement du patient. En générant continuellement de nouveaux DRRs, la 

méthode présentée est capable de vérifier les erreurs de translations et de rotations hors- 

plan et dans le plan de l'image. L'erreur moyenne obtenue pour dépister les erreurs de 

translations et de rotations est de 0.58 mm et 0.79" respectivement pour les essaies DRR- 

à-DRR et de 1.22 mm et 1 -3 1" respectivement lors des essaies portale-a-DRR. 
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1.1 PORTAL IMAGING 

The aim of radiotherapy is to deliver a lethal dose to a treatment volume while 

minimizing the dose to the surrounding healthy tissue. Ln order for the treatment to be 

successfuf, the dose must be properly delivered to the treatment volume. To ver@ the 

accuracy of the dose delivery, a detector, positioned on the opposite side of the patient, is 

exposed to the treatment beam. The resulting image, similar to a diagnostic image, is 

referred to as a portal image. By examinhg portal images acquired prior to the treatment, 

errors in the radiation field positioning with respect to the patient can be detected. The 
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simplest way to acquire a portal image is to position a port film behind the patient for a 

short period during the beginning of the treatment or during the complete treatment 

depending on the film speed. Portal imaging was first reported by Hare et al who had 

adopted film for supervoltage rotational therapy verification.' The portal image 

acquisition process is identical to that used in diawostic radiology. During exposure, 

photons are sc.attered and attenuated as they traverse the patient's body, modiQing the 

number of photons that hit the detector along any given ray path. At any point on the 

portal image, the pixel intensity is dependent of the photon density impinging on the 

detector. Patient thickness and poor radiographic techniques do limit the quality of the 

portal images. Since portal images are acquired at megavoltage energies, Compton 

scattering is the major factor for causing poor quality radiographic images. Portal images, 

do however, allow one to see the treatment field shape and size along with bony 

anatomical features. At megavoltage energies, the mass attenuation coefficient of bone 

and brain matter are almost identical because of Compton interactions, which explains why 

portal images usually display smaller differences in contrast between soft tissue and bone 

than what ' s o bserved in diagnostic images. 

Film remains the most commun detector for portal imaging. Various film cassettes 

have been developed in an attempt to improve the resulting image quality. These cassettes 

usually consist of a metal screen that provides build-up and converts the incoming photons 

to electrons, which increases the füms sensitivity. 
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On-line electronic portal imaging devices (EPD) are commercialiy available. 

These devices detact incoming photons and translate the information to a computer. Since 

the images are digital, the image can easily be enhanced to provide an image with superior 

contrast than that obtained with film detectors. Fluoroscopy-based systems. solid state 

devices, and scanning liquid ionization chambers répresent the different types of EPms 

currently available. Fluoroscopy-based systems are essentiaily composed of a phosphor 

detector bound to a metal plate, a rnirror and a video camera. Most of the incident high- 

energy photons transfer energy to electrons in the plate, which in turn, transfer their 

energy to the phosphor detector. This transfer of energy results in the emission of 

photons, which are reflected by the mirror and detected by the video camera and sent to a 

computer or video monitor for viewing. Solid state EPiD systems consist of a phosphor 

detector and metal plate pair coupled to a matrix of photodiode-field effect transistors. 

The light produced in the phosphor/metal plate creates electron-hole pairs in the 

photodiode. The photodiode then behaves like a capacitor. The stored charge is read 

from each photodiode and digitized to fonn an image. Scanning liquid ionization 

charnbers are based on the principle of the ionization chamber, except the sensitive volume 

is filled with iso-octane liquid instead of air. Two series of parailel wires perpendicularly 

cross the plane forming an ionization matrix. The resulting currents produced in each wire 

are read sequentiaily in a raster fashion and the signals are processed and displayed by a 

cornputer. 
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1.2 ACCURACYINRADIOTHERAPY 

Over the years, several developments in extemai beam radiotherapy have airned to 

reduce the treatment margin of healthy tissue around the tumor. Refinement in treatment 

techniques aüow sparing of healthy tissue, thus reducing the risk of complications, and 

even dows an escalation of the tumor dose to increase the probability of eradication. As 

the radiation fields become more conforrn to the shape of the target volume, it becomes 

apparent that one could miss the target volume without the ability to venfy the position 

prior to treatment, thus damaging hedthy tissue and allowing the disease to progress. In 

radiotherapy, studies show that the standard deviation in treatment-to-treatment variation 

in patient set-up position is 3 mm when portal films acquired prior to each treatment are 

~ o r n ~ a r e d . ~  This deviation does not Vary significantly for different treatment sites. 

However, when the brain is the treatment site, the average discrepancy between portal 

films and shulator films is 5 mm. Although, imrnobilization devices, such as stereotactic 

Frames, reduce treatment set-up positioning errors, a report on stereotactic radiosurgery 

reveals that the total uncertainty in treatment delivery and target localization is 2.4 mm.' 

However, this uncenainty quickly nses to 3.7 mm when a CT slice of 3 mm, instead of 2 

mm slice, is employed. This is clearly unacceptable in radiosurgery where the accepted 

error in target volume determination is + 1 mm and the accepted error in spatial accuracy 

in dose delivery is f 1 mm." 

To obtain a certain level of accuracy in the treatment delivery and to avoid any 

discrepancies in positioning, position verification methods should be implemented in the 

treatment process. Portal films and EPIDs are still currently used to provide an easy and 
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practical way of obtaining a view of the treatment beam boundaries and some anatomical 

iandmarks. However, it becomes debatable whether a simple visual analysis of portal 

images is sufficient. Techniques were also developed to provide registration of treatment 

field boundaries in radiotherapy.'" Although they provide efficient means to veriS, the 

consistency of the radiation field edps, they do not dlow verification of the acrual 

treatment set-up. Any positioning errors would not be detected. To provide an accurate 

method for treatment set-up verification, the optimal choice is a method for veri*ng the 

position anatornicai features with respect to a reference coordinate system or with a 

reference image. 

1.3 ANA TOMY-BASED, TREA TMENT SET-UP 

VERIFICA TZON METHODS 

13.1 Two-dimensional(2-D), anatomy-based, position verification methods 

A number of groups have investigated, anatomy-based, position verification 

methods based on the cornpanson of two 2-D images. Bijhold developed a method for 

determinhg set-up errors during radiotherapy by aligning features in simulator and portal 

images.' Patient placement deviations are quantified as a three-dimensional translation 

and, in-plane and out-of-plane rotations of the patient 6om the intended position and 

orientation. Portal and simulator images are digitized and manually converted to digital 

line graphs of the relevant featwes, such as field edges, bony structures, match points and 

marken. Using a mouse-dnven interface, the user can hteractively aiign the digital line 

graph images and quanta any patient set-up errors. However, the technique produces 
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erroneous results for of out-of-plane rotations larger than 2" or translations larger than 1 

cm and is incapable of detennining the rotation axis of an out-of-plane rotation, i.e. gantry 

or couch rotation. Since the alignment is interactive and the line graphs are manually 

created, inter-observer variability is non-negligible. Also, because portai and simulator 

images do not give complete information about the three-dimensional position of 

anatomical structures in the patient, comparing these images can only yield limited 

information. 

Balter et al developed a method for patient position verification in radiotherapy 

capable of determinhg differences between projection radiographs.' A user interface 

dlows identification of points or curves seen on both images. The algorithm matches one 

or more sets of corresponding open curves and point pairs to determine a global geornetric 

transformation between the radiographs. This technique. however, cannot assess out-of- 

plane rotations of the patient. In addition, it is dificult io select the same starting and 

ending points on corresponding curve segnents from two different images. 

Gilhuijs and van Herk developed a method for automatic inspection of patient set- 

up tiom portal image pairs.g The method utilizes chamfer matchingI0 as the matching 

algorithm and it essentially performs pattern recognition during matching. From the portal 

image, extraction images are created by automatically enhancing anatomical structures 

using an edgeextraction filter. The reference image is created after the user has directly 

drawn anatomical features into the simulator image. A cost funciion assesses the 

goodness of the fit between the extraction image and the reference image. When the cost 
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is minimal, it generally implies that the drawing is aligned with its corresponding feature in 

the image. Once again, this method requires delineation of bony details and outlining the 

reference anatomy. The performance of the anatomy matching is heavily dependent of the 

quality of the anatomy extraction and, in some cases, some bone edges do not appear. 

Moseley and Munro developed a semi-automated method for registenng 

anatomical features on corresponding pairs of ponal images using a cross-correlation 

approach." The registration process is divided into two steps. Dunng the first step, the 

cross-correlation operator registers user-selected anatomical features obtained from both 

corresponding portal images. During the second step, the technique registers the portai 

image pair by ushg the centre of the correlated regions as match points. Although the 

technique proved to produce accurate results and utilizes two different imaging planes for 

image registration, it is still limited by the 2-D nature of the portal images, thus it is only 

capable of detecting translations and in-plane rotations of the patient. 

tIristov and Fallone developed a method for registenng anatomical features on 

portal images and corresponding digitally reconstnicted radiographs (DRR) using an Fast- 

Fourier Transform (FFT) irnplementation of Pearson's correlation coefficient.'* The 

DRR, discussed in detail in Sec. 3.1.1.3 of Chapter 3, is meant to simulate a conventional 

radiograph using the three-dimensional CT data. It is obtained when a CT-volume, which 

can be visualized as a block of cubic voxels, is transformed into a 2-D image using ray 

tracing, thus mimicking a reguiar radiograph. A region of interest, containhg anatomical 

featwes, is selected fiom a DRR reference image and registered with a portal test image 
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that might contain in-plane rotations or translations. The algorithm proved to be more 

robust for image registration when compared with similar techniques based on the 

normalized correlation coefficient13 since it is invariant under differences in scaling and 

shifts in pixel intensities. However, the method was ody implemented for 2-D registration 

and the algorithm was not tested for detecting out-of-plane rotations. 

The two-dimensionai verification of position provide relatively accurate results 

under controlled situations. However, quantification of patient rotations in planes other 

than the imaging plane (out-of-plane rotations) is difficult. Because portal and simulator 

images do not give complete information about the three-dimensional position of 

anatomical stnictures in the patient, the cornparison of portal to simulator images can only 

yield limited information. In addition, with 2-D position verification techniques, an out-O' 

plane rotation can be interpreted as a translation, resulting in erroneous registration.'*''' 

The accurate determination of patient set-up in three dimensions could also allow a better 

estimation of the dose. l5 

1.3.2 Three-dimensional(3-D), anatomy-based, position verification methods 

The limitations imposed by many of the 2-D position verification methods led to 

developments of new techniques capable of 3-D position verification techniques. The 

need to determine outsf-plane rotations led to the development of 3-D position 

verification methods that involve registration of ponal or simulator images with DRRs. 

Lemiew et al developed an automatic, image correlation-based, method to veriS, the 

patient's position prior to radiosurgery using orthogonal diagnostic radiographs and 
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D R R ~ . ' ~  DRRs are generated for various projection parameters and iteratively compared 

with two diagnostic radiographs until the best match is found. Mean translation and 

rotation aiignments are typicaily within 1 mm and 5" respectively. The system was 

however not used to match DRRs to ponal images for "beam-on" venfication. 

Gilhuijs et al developed an automatic, three-dimensional, method for quantikng 

positioning errors using one set of CT data and two transmission images.'' The 

technique uses chamfer matching for image registration and is basicaily a continuance of 

the 2-D method developed by Gilhuijs and van ~ e r k . ~  This method extraction and 

enhancement of bony details of anatorny in the transmission images. In addition, the 

performance of the anatomy rnatching is heavily dependent of the quality of the anatomy 

extraction and the accuracy of the method decreases with smaller field sizes. The authors 

utilize a series of filters and edge enhancement tools, but provides no assurance that these 

tools are position independent and robust under different image acquisition conditions. In 

addition, the methods accuracy also decreases with smaller fields in the portal image. "*" 

The accuracy of the system is approximately 1 mm and Io dong each axis for translation 

and rotation axis 

Murphy developed an image registration method for frameless radiosurgery based 

on chi-square statistic aigorithm. l ~ o w e v e r ,  this method was developed for use with a 

Cyberknife and employs diagnostic level images and has not been used with portal images 

for "bearn-on" verification. 
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Otto and Falione developed an interactive 3-D method for position verification 

pnor to stereotactic radiosurgery by comparing an orthogonal pair of portal images with 

corresponding DR&. An histogram-shift edge detection algorithrn" is applied to the 

DRRs to delineate bony structures. Using a mouse dnven interface, the DRR can be 

manipulated in either the anterior-posterior or lateral view to match rvith the pond image. 

As the user manipulates one DRR. the DRR in the orthogonal view is transformed 

accordingly. When the user judges that the DRRs in both views are correctly matched to 

the portal images, the DRR projection parameters are compared with the actual beam-to- 

patient geometry to reveal any positionhg errors. Although this interactive method 

provides accurate results, inter-user vwiability is responsible for over 0.8 mm of the 

system error, which could be elirninated by automating the system. The reported mean 

radial error of this technique is 1.9 mm, but no rotation alignrnent analysis is offered. 

Lujan et al recently developed a technique for two-dimensional portal to DRR 

registration.*' Portal images, contairing known rotation and translation errors, are 

acquired and prominent anatomical features are manually delineated. DRRs are then 

generated at different orientations fiom which anatomical features are manually delineated 

on each DRR. The portal contours are then compared to each contoured DRR using the 

open curve-matching algorithm developed by Balter et al." The open curve matching 

algorithm determines the best matching delineated DRR by determining the minimum 

root-mean-square residual distance between points on user-defined curves. However, the 

technique requires the user to manually delineate each DRR contained in the DRR 

database. This task is very time consuming when considenng that the method requires at 
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least 50 delineated DRRs per view. Inter-user variability generates a certain degree of 

error in the final registration results. Ln addition, the method was only tested with images 

from one view only. An accuracy of 2' and about I mm for rotation and translation 

aiignment was obtained in the anterior-posterior view, but one c m o t  conclude that it will 

be comparable in the lateral view . 

1.4 THESIS OBJECTI m S  

A technique for automatically verifjmg the location of the target with respect to 

the patient's anatomy in three dimensions is required to detect any positioning errors ptior 

to radiotherapy. Many different 3-D approaches have been attempted and two main 

deficiencies appear: 

a requires manual user delineation of anatomical feature. 

depends on the quaiity of the extraction of the anatorny. 

The aim of this study was to develop a 3-D, image-correlation-based, method to 

automatically match digitally reconamcted radiographs (DRRs) to a pair of orthogonal 

ponal images. It is a continuance of previous work done at our institution by Otto and 

~ a l l o n e , ' ~ ~  who developed an interactive 3-D, anatomy-based, venfication method for 

stereotactic radiosurgery and also incorporates work done at our institution on 

correlation-based matching by Hristov and Fallone.12 The method verifies of the target 

position by matching a CT-volume to orthogonal pair of portal images acquired pnor to 
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the treatment. By using an FF T implementation of Pearson's correlation coefficient. Our 

method does not require user-delineation or automatic extraction of anatomical features 

and will not be hindered by varying field sizes. 

The work detailed in this thesis aims to provide a description of our 3 3 ,  anatomy- 

based, image registration method. In addition, a series of matching test results are 

presented to validate our method and to reveal its accuracy and performance for various 

anatomical features. 

THESIS OUTLINE 

Chapter 2 describes the engine of Our image registration method, Le. Pearson's 

correlation coefficient. This single element is the core of our automatic image registration 

method and dictates the level of attainable accuracy. An overview of the correlation and 

nonnaiized correlation is first presented followed by the transformation of Pearson's 

correlation coefficient from the spatial to the frequency domain. 

The experimental set-up and the overall registration procedure is discussed in 

Chapter 3. Each component of the procedure is then descnbed in detail. 

Chapter 4 provides an analysis of the accuracy of our syaem for determining 

translation, in-plane and out-of-plane rotation erron in DRR-to-DRR and Portai-to-DRR 

matching. Various anatomical fatutes are used for matching and an analysis of each 
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feature's accuracy for DRR-to-DRR matching is presented. Using the features best suited 

for DRR-to-DRR matching, results of portal-to-DRR image registration are presented to 

illustrate the accuracy and feasibility of Our method in simulated dinical situations. 

Finaliy, Chapter 5 summarizes our findings and presents our overall andysis of our 

method. A discussion of techniques for improving the accuracy of Our current method is 

given with final remarks regarding Our image registration technique. 
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2.1 INTRODUCTION 

At McGill University, we have developed a technique for 3-D, anatomy-based, 

portal verification. Our method relies on the successtÙ1 comparison of portal and 

megavoltage DRR images. To compare both portal and DRR images, it is necessary to 

perfom a pixel-by-pixel comparison of two images of the same object. Such a 

comparison will reveal any relative translation shifts, rotational differences and even scale 

dEerences. The task of measunng tKe similarity between regions in two images is 

performed using a correlation technique. This chapter first presents basic correlation 

theory foiiowed by a thorough description of the Pearson correlation coefficient, which we 

used. The engine of our technique, the FFT implementation of Pearson's correlation 

coefficient, is finaiiy discussed dong with particularities that are specific to Our approach. 
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The correlation technique consists of searching for regions in a search image where 

the image's grey-leveis regionally coincide with the grey-levels of a search mask selected 

fiom a reference image. When measunng the similarity between regions in two images, it 

is important to obtain a measure of how wel! these image regions coincide. The search 

mask is compared with ail possible locations throughout the search image and a measure 

of similarity is cornputed at each of these locations. 

Let f(x,y) be a search image of size M x N and w(x,y) a search mask of size J x K 

selected fiom a reference image g(x,y). It is possible to measure the degree of similarity 

between the search mask and the search image at a given location using 

where s(m.n) is the measure of similarity between the search mask and the search image, m 

= 0, 1, 2 ,..., M + J O  1 and n = 0, 1, 2 ,..., N +  K - 1.' By expanding the nght term in Eq. 

2.1, we obtain 
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From Eq. 2.2, it is clear that the intensities of f(x,y) and w(x,y) contribute individAlly to 

s(m.n) through the first and last term of the equation, Le. xxzy f ' ( x , ~ )  and 

xy w 2 ( x  - m, y - 11) respectively. The last term remains constant for a given search 

mask throughout the matching process but, the first terni varies continuously throughout 

the matching process as the search mask travels throughout the search image. However, it 

is the central temi, i.e. f (x, y)w(x - m,y - n), that is of interest. When the = Y 

magnitude of the centrai term, which has a negative coefficient, is large, s(m.n) will be 

smd. For this reason, whereas s(m,n) provides a good measure of mismatch, the centrai 

term provides a reasonable measure of match. This operation is referred to as the 

u~ormalized correlation off and w over the region described by m and n. The correlation 

can be written as 

where c(m,n) is the correlation value at a given location (m,ri) .' 

From Eq. 2.3, it is possible to visualize that as m and n are varieci, the search mask 

moves over the search image. At each location (m.@, a correlation value is calculated. 

The maximum value of the correlation Function identifies the position where the search 

mask best matches the search image. 

Although Eq. 2.3 provides a measure of similarity between two images, it does not 

account for zero intensity values within the search mask or search image and depends 

19 
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strongly on the grey-level of the images. For example, if the search mask and search 

image contain a significant number of pixels with zero intensity, the correlation does not 

reveal the true best match. Normalizing the correlation would allow it to adjust to the 

characteristics of dBerent images. 

It is possible to normalize the correlation by dividing it by the maximum 

correlation value from the correlation of two exact image features. The nomalized 

correlation will give values of up to unity, where the unity value represents a perfect 

match between a search mask and a search image. According to the Cauchy-Schwartz 

inequalit y, 

As Eq. 2.4 reveals, the equality holds oniy when w(x,y) = C x f(x,y), where C is a 

constant. Therefore, the right-hand term in Eq. 2.4 provides the maximum value of the 

correlation distribution. The nonnalized correlation coefficient can be written as 

where ch(m,n) is the normalized correlation function for a given location (m,n), also 

referred to as the nonnalized cross-corre~ation.~ The nonnalized cross-correlation can dso 
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be carried out in the fiequency domain using the Fourier transform and the correlation 

theorem. An FFT based implementation of the nomalued correlation coefficient 

Uicreases the calculation speed s i @ c a n t ~ ~ . ~  

2.3 PEARSON'S CORRELA TZON COEFFICIENT 

Pearson's linear correlation coefficient is very similar to the normalized correlation 

in the sense that both are normalized to vruy between -1 and 1, thus accounting for the 

differences in image grey-levels. In addition, Pearson's correlation coefficient accounts for 

changes in scaling and shifting in image intensities. Following the convention described by 

Hnstov and ~allone,' it is generally defined as 

where m = 0, 1, 2,. . . , M + J - 1, n = 0, 1, 2,. . . , N + K - 1, 7(r is the average value of 

the search window f(x,y) in the region coinciding with the search mask w(r,y) and is the 

average intensity of the mask.' The summations are carried over the coordinates cornmon 

to both the search mask and search window. By subtracting the average intensity of the 

search mask and the search image from their corresponding image intensities, Pearson's 

correlation becomes invariant under shifls, in addition to scale changes in image 

intensities. 
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As described by Hristov and ~al lone,~ a search mask w(x,y) of size J x K, 

containhg matornical features appropriate for matching, is selected from the reference 

image g(x,y). As illustrated in Fig. 2.1, the search mask is then compared throughout the 

search window f(x,y) of size M x N larger than J x K, for every position (m,n) within the 

search window. A feature is judged appropriate for matching when it is sufficiently visible 

in both the reference image and search window. The search window is comprised of a test 

image that may have been translated and rotated with respect to the reference image. As 

the search mask is compared with the search window, a correlation value is caiculated, 

which represents the closeness of the match between the two. 

Search mask ~ ( & y )  1 
Reference image g(x,y) 

! i \,. j 

Searc h mask w (&y) ( 

Figure 2.1: The s m h  mas& is compared for evwy positiorz m and n wi~hirl 

the search wir~dow. As the search mask sweeps thro~gh the search image, a 

correlation is calnrlated. representing the degree of similarity befiveen the 

search mask ut the search image at the position (m.n). 
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2.4 FFT IMPLEMENTATZON OF PEARSON'S 

CORRELA TION COEFFICIENT 

Hristov and Fallone developed an FFT implementation of Pearson's correlation 

coefficient.' The FFT implementation cm be denved using general correlation and 

Fourier transform theorems. The Fourier transforms of the search window f(x,y) and the 

search mask w(x,y) may be defined as F(s,,r) = q ( x , y ) ]  and W(s,.r) = e w ( x , y ) ]  

respectively, where dr[ ] is the Fourier transform. Using the correlation theorem,' the 

cross-correlation matrix may be written as 

f @ w  = f(x,y).w(x-m,y-11). 

or as a tùnction of the Fourier transfonns of the fiinctions, i.e. 

where W*Y*(s, ,r) is the complex conjugate of W(s, t) and CS -'[ ] represents the inverse 

Fourier transform. It is possible to expand the numerator in Eq. 2.6 to obtain: 
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where tenns 2 and 4 cancel each other. We finally obtain: 

The two ternis in Eq. 2.10 lead to the foUowing equalities: 

and 

It is important to note that the subscnpt (m. t ~ )  indicates that the cdculations are 

done pixel by pixel throughout the search window. 

The search mask over the area comrnon to the search mask and the search window 

cm be defined as 
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where S(m,,n) is defined as the area of the overlap and is given by 

w here 

1, if (x, y) is within the search mask 

O, otherwise 

and 

q(x ,  y )  = 1, x = I***M,y = l---N. 

with their respective Fourier transfomis 

and 

where P*(st ,rl is the complex conjugate of P(s, 1). 

The sums over the common area of the search mask and the search window can be 

rewritten as 
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The numerator of Eq. 2.6 can be rewritten as 

The denorninator of Eq. 2.6 cm be analyzed in a similar manner. The first term of 

the denominator becomes 

and similarly, the second terni of the denominator becomes 
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Using Eqs. 2.21, 2.22 and 2.23, Pearson's linear correlation coefficient can be 

rewritten in frequency space as 

High correlation values will be obtained at the boundary regions of the search image. 

Therefore, the correlation r(m,n) has to be cropped accordingly to avoid detection of an 

erroneous maximum correlation value in the correlation distribution. 

For situations where the search mask remains completely within the search image, 

Eq. 2.24 can be simpiified by setting 
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and 

where i is a unitary matrix of size [M - J + 1, N - K + 11. These substitutions will save 

computing time. 

It is important to note that when using the FFT implementation of Pearson's 

correlation coefficient, the feature selected for matching is usually positioned near the 

centre of the search window. This is to maximire the probability of a successful match 

during registration. This also explains why the search window is not to be cropped at the 

same size as the search mask since &er any displacement, the matching feature might not 

be fùlly included in the search window, resulting in a drop in the correlation at the correct 

location. 

2.5 SUMMARY 

Although other correlation algorithrns, such as the normalized correlation 

coefficient: are available for image registration, Pearson's correlation coefficient is more 

robust for Our purposes. As Hristov and ~al lone~ describe, the normaiiied correlation 

coefficient is invariant under scaiing of the image intensities [g(x,y) -+ Ci x g(x,y)], but 

28 
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Pearson's correlation coefficient is invariant under scding and shifting of image intensities 

[g(x,y) + Cl x g(x,y) + C2], where CI and C2 are constants. Pearson's correlation 

coefficient is more robust in cases where image might have undergone intensity changes 

due to variation in detector response or variations in dose delivery. from one treatment to 

another. Pearson's correlation coefficient is also very robust when encountenng in- 

phantom scatter in portal images.' 

Our technique does not require any anatomy delineation, edge enhancements or 

point pair matching in the search mask or search image. This eliminates most of the user 

error and inter-user varîability encountered in many other anatomy-based, image 

registration methods detailed in Chapter 1. These features thus make Pearson's 

correlation coefficient well suited for automatic, anatomy-based, image registration. 
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3-0 AUTOMA TIC. ANATOMY=BASED. IMAGE 

REGISTRA TION 

As previously discussed in Chapter 1 . many anatomy-based position verification 

systems for radiotherapy have been developed . Several methods require anatomy 

3 1 
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identification, point pair matching, or some ievel of user interaction in the matching 

process. Other methods are not suited for 3-D registration because they c m o t  determine 

in-plane andor out-of-plane rotations. At McGil UNversity, we have developed an 

automatic, three-dimensional, method for image registration pnor to the radiosurgical 

process. This work essentiaily combines the interactive, three-dimensional, anatomy- 

based, position verification technique developed by Otto and ~allonel with the image 

correlation algorithm developed by Hiistov and ~a l lone .~  The result is an automatic, 3-D, 

anatomy-based, position venfication for radiosurgery. Numerous steps are involved for 

registenng orthogonal pairs of portal images with corresponding DRRs reconstnicted 

from CT-data. Figure 3.1 schernatically illustrates our 3-D image registration method and 

shows the interactions between each component. This chapter discusses each component 

of the image registration process individuaily. 

Determine position of 
overall maximum 

Output olignmmt L/ 
Figure 3.1: Scheniaric iiiustration of the vuriuus seps involved in Our 3-0 

automatic image registrmanon method 
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3.1.1 Image acquisition and prozsing 

The f%st step in our image registration method requires the input of an orthogonal 

pair of portal images (AP and LAT) and one CT-volume for a given patient or phantom. 

3.1.1.1 Portal image acquisition 

A diagnostic head phantom3 is selected as our test object. A Leksell stereotactic 

tiameJ, in combination with a portal localization box5 affixed to the stereotactic frame, is 

fastened to the head phantorn to cofirm the exact position of the phantom in 3-D space. 

Using the etched grid on each face of the portal localizer box. the head phantom is 

positioned on the treatment table and aligned with the waIl and ceiling lasers. Antenor- 

posterior (AP) and lateral (LAT) orthogonal portal image pairs of a diagnostic head 

phantom are acquired using a Clinac 18, 10 MV linac! At least two 2D planar images are 

required to obtain a 3D localization of any point appearing in both images. The simplest 

approach is to acquire two orthogonal images of the region of interest. Using any 

arbitrary 3D coordinate system, the first planar image allows a preliminary 2D localization 

of the point of interest in the imaging plane. From the same coordinate system, the second 

image directly provides the third coordinate, which is located in the imaging plane, thus 

completing the 3D locahtion fiom the 2D images. For the linac used, the source-to-axis 

distance (SAD) is 100 cm. Kodak RP film in a Kodak X-Omatic L Radiation Therapy 

cassette' are used as our detector. For each film, a first exposure of 5 monitor units is 

acquired with the surgical collimator in place and a field size of 4 x 4 cm2. A second 

exposure of 2 monitor units is then made with the surgical collimator removed and an 

open beam exposing the entire head and frame attachrnent. From the projected image of 



Chapter 3 Materials and Methods 

the stereotactic fiame and portal localùation box assembly, the coordinates of the beam 

centrai avis is deterrnined in stereotactic coordinates. Figure 3.2 illustrates our portal 

image acquisition set-up. The fiducial markers serve as a tool to determine the position of 

the beam isocentre relative to the stereotactic frame. The portal films are then digitized 

using a DuPont Lynx digitizerS at 844 x 1024 pixels with a pixel resoiution of 0.43 mm. 

The digitued images are then cropped to 768 x 768 using the central beam axis image as 

the centre of our cropped image. 

Linac head 

Figure 3.2: With the iocalizer box in place, the bemn 's centrai positiott may 

be detennined in stereotactic coordinates rising the fidiciai markers 

appearing on eachfilm. Twofilms are required to localize the beam in three- 

dimensions. 
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XI. 1.2 CT-data acquisition 

As CT data set of the diagnostic head phantom, with the stereotactic f ime and 

localization box assembly, is acquired with a Picker PQ-2000 CT-simulator at 130kV. 

with a 2 mm slice thickness and no gap between slices. The head phantom is positioned 

using the CT-lasers and the localization box. Each transverse slice comprises 5 12 x 5 12 

pixels of 0.5469 mm in size. In order to maintain the correct image proportions, the CT- 

data is interpolated to 1 x 1 x 1 mm3. To ensure that the image registration procedure is 

completely fiame independent, the stereotactic frarne image and fiducial markers are 

erased frorn the CT-data and does not appear on the AP and LAT DRRs. 

3.1.1.3 Digitally Reconstructed Radiogr aphs 

The DRR is meant to simulate a conventional radiograph using the three- 

dimensional CT data. A DRR is obtained when a volume, which can be visualized as a 

block of cubic voxels, is transformed into a 2-D image using ray tracing, thus rnimicking a 

regular radiograph. Goitein et al (1983) were arnong the first to use DRRs for use in 

radiot herapy . Y 

The ray tracing method is as follows. For each pixel in the output image, a ray is 

sent through the volume. Each voxel the ray passes through makes a contribution to the 

intensity of the pixel in the output image. A voxel's contribution depends on its opacity. 

This is defined as an additive iight mode1 because the rays accumulate voxel intensity 
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contributions as they travel through the volume. For example, as illustrated in Fig. 3.3, a 

ray passing through a very opaque voxel will produce a DRR pixel with a higher intensity 

than the same ray passing through a translucent voxel. 

Simulated source 
A 

Opacity 1 FI] = 1 voxel 

Figrire 3.3. A CT data set cm be visuafized as an ensembfe of individiral 

voxels. The opcity of each voxel deiennines its intensiîy contribution to the 

DRR corresponding pixel. 

When creating DR&, one must ensure that the ray-tracing procedure is analogous 

to photons passing through matter and impinging on a detector. When a photon beam 

passes through matter, some photons are scattered or absorbed in the medium, but others 

will pass through and be detected at the detector, thus forming a radiographie image. As 

descnied by Johns and Cunningham, photon attenuation may be descnbed by 

36 
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where ,u is the linear absorption coefficient of the medium, x is the thickness of the 

medium traversed by the photon beam, I and I, are the final and initial photon intensities 

respectively. 'O 

The previous expression can be rewritten for a slab of non-unifonn maienal 

containhg various linear attenuation coefficients: 

where p is the attenuation coefficient of the medium at the i" position dong a given ray 

path and n is the number of arbitrary srnall ray paths of length dr. 
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In the most general case, the previous expression is satisfactory to express the 

physicai absorption of the photon beam, but one must not neglect the detector response 

when considering the image formation process. Detector response depends on the type of 

detector used and will greatly influence the resulting image. For film-based detectors, the 

optical density of the pixels on the final image can be expressed as 

where D is the optical density of the pixels in the image and r is a proponionality 

constant characteristic of the detector used. 

Substituting Eq. 3.3 into Eq. 3.4 yields 

and fiom this relation, it is possible to conclude that 
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which shows that the pixel intensity of the image is directly proponional to the sum of the 

linear attenuation coefficients through the ray path. 

Voxels within a CT volume are individually represented by a CT number, in 

Houndsfield units (HU), which is related to the linear anenuation coefficient ai that 

position in the volume in the following manner 

where K is a magnification factor equal to 1000 in most modem CT scanners, fiaIer is the 

linear attenuation coefficient of water and ,a,, is the linear attenuation coefficient of the 

aven voxel. If'we add the CT numbers dong a ray path, the previous expression becomes 

Manipulating Eq. 3 -8, one can obtain 
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which clearly shows the relation between the sum of the CT numbers and the linear 

attenuation coefficients dong a ray path. One cm conciude that 

and intuitively 

The pixel intensity of the DRR is thus proportional to the sum of the CT numbers 

dong the corresponding ray path. The brightness and contrast of a DRR can easiiy be 

modified to simulate various radiographic techniques. 

To automatically match a DRR to a pond image successfully, it is preferable to 

have DRRs that sirnulate the contrast obtained in a typical portal radiograph. This c m  

easily be done using lookup tables relating the CT number to the linear attenuation 

coefficient for the desired beam energy. Previous studies indicate that one cm linearly 

relate the relative electron density f i  with the CT number for a given beam energy. " 

The CT number for a given meterial will depend on the individual CT scanner 

used, the image reconstruction algorithm, the kVp used, the size of the field of view and 

40 
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the location of the material in the phant~rn.'~" For these reasons, it is important to verif) 

the relationslip between the electron density and the CT numbers for an individual scanner 

at a given beam energy. 

Orfaii determined the relationships linking the electron density to CT numbers for 

the Picker PQ-2000 CT-simulator used at the Montreal General Hospital by using a CT 

calibration phantom containhg inserts of known compositions.'4 The CT numbers were 

measured directly from the CT scan of the calibration phantom and ploned against the 

corresponding electron densities f i .  The relationships are given by two equations: 

- 1 .O0090 + 0.00 10 1 CT mmber (for CT numbers 5 100) (3.12) PI - 

p, = 1 .O0080 + 0.0004 1 CT nirmber (for CT numbers > 100) (3.1 3) 

In general, one cm express the linear attenuation coefficient as 

where oc-, asWor#ff#l and occm are the coherent (Rayleigh) scattering, photoelectric 

effect and Compton eBect electronic cross sections, E is the effective beam energy, Z is 

the atomic number of the material, A is the atomic mass, p is the mas density and A5 is 

Avogadro's number. The product (&Z/A) is defined as the electron density. From Eqs. 

41 
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3.12, 3.13 and 3.14, a valid relation between the linear attenuation coetficient and the CT 

number can be calculated for vanous materials. At megavoltage energies of approximately 

10 MV, the relative electron density is almost identical to the relative linear attenuation 

coefficient because the Compton interaction is dominant at this energy level and is 

proportional to the electron density. 

384 x 384 pixel digitally reconstructed radiographs (DRRs) are computed by 

projection of the CT data using a summing ray tracing algorithrn.15 Interpolating the DRR 

to 768 x 768 provides an image that accurately simulates the pond image dimensions with 

the isocentre position at the centre of our cropped image. 

Megavoltage DRR pairs. representing rotated anatomy in the AP and LAT views, 

are pre-calculated to fom Our DRR database. Phantom rotations were simulated in steps 

of 1.5" between -4.5 to 4.5" about the in-plane rotation (AP) axis and each out-of-plane 

rotation axis (supenor-iderior (SI) and right-lefl (RL)) resulting in 343 megavoltage DRR 

pairs per simulated isocentre position. The successive rotation matrices adopted in our 

method are based on the Euler angles to describe rotations from one coordinate system to 

another, thus ensunng that our DRR data set is complete for any combination of rotation 

angles. The initial rotation can be taken about any of the three Cartesian axes, and the 

only limitation is that no two successive rotations can be about the same axis. 

The pre-caiculated DRR database was used when rotation matching was desired. 

Since the same DRRs were used throughout rotation matching, and our technique steps 
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through a series of DRRs generated with different in-plane and out-of-plane rotations, the 

use of a pre-calculated DRR database for rotation matching reduced the computing time 

by approximately one half, Le. to approximately 90 minutes. 

For translation matching only, DRRs were not pre-calculated because oniy one 

DRR is required per view to complete a 3-D translation alignment verification. Using a 

pre-calculated DRR database for translation matching would Save only thirty seconds of 

computing time per translation alignment venfication. For this reason, DRRs for 

translational matching were calculated only as needed. 

3.1.1.4 Image processing environment 

The image registration method is implemented using the AVS (Advanced Visual 

Systems) image processing software16 running on an Hewlett-Packard 9000 Model 

73 YI25 Unix ~orkstation." DRRs of 384 x 384 pixels typically require 10 seconds of 

computing time. 

3.1.2 Volume transformation mat* and DRRs 

In order to compare DRRs and pond image quantitatively, a common coordinate 

system must be determined. Two coordinate systerns are involved in our image 

registration process: 

1. The world coordinate system or portal image coordinate system 

2. The CT-coordinate system 
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Figure 3.4 schematically illustrates both coordinate systems and show that it is 

possible to transform the CT-data from the CT-coordinate system to the world coordinate 

system using a volume transformation matrix (VTM). 

Figure 3.4: In order to compare the data from two d?yrrent coordinate 

systenrs, LI cornmon cmrdinate w e m  must 6e dktermined. Using a voItime 

transfnnation matrix (VIU), it is possible to transfrm Our CT-daa from 

the CT-coordinute system tu the wurM cmrdinute system. 

In order to simulate DRRs that correspond to Q O R ~  images acquired at various 

beam-to-patient geometries, the CT-data must be manipulated to simulate head 

displacements in world coordinates. 
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In general, a vector in one coordinate system can easily be transfonneâ into an 

equivalent vector in another coordinate system. Such a transformation can be expressed 

as: 

where x is a vector in a coordinate system and x' is the corresponding vector in the second 

coordinate system. The matrix [A] is defined as the transformation rnatrix. The reverse 

process can also be done, Le. the vector x' can be expressed in ternis of the first 

coordinate system by simply multiplying x' by the inverse of the transformation matrix. 

Using this simple transformation anaiogy, it is possible to determine a VTM capable of 

transforming the CT-data into world coordinates. In order to simulate DRRs that 

correspond to portal images obtained in the world coordinate system, the complete CT- 

volume must be transfomed to the world coordinate system where the world coordinate 

is defined as the patient position on the linac treatment couch. To determine the world 

coordinates used to create the best matching DRRs. the CT-to-world VTM must be 

quantified in terms of translations in the x, y and r Cartesian planes, gantry rotation angle, 

couch tilt angle and couch rotation angle. Sherouse et al developed a method for relating 

any displacements in world coordinates to a senes of transformation matrices defining al1 

possible translations and rotations.'* The overall transformation in world coordinates is 

defined as 
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where F is the overail transformation mat* T., is the x, y, and z translation matrix and 

SI. AP and RL are the superior-inferior, anterior-postenor and right-left rotation matrices 

respectively : 

- T, - 
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where Tx, Ty and Tr are the x, y and r translations, respectively, and fl ) and g, are the 

rotation angles around the SI, AP and RL rotation axes respectively. The transformation 

from the CT-coordinate system to the world coordinate system may be expressed as: 

where x is of the form 

The successive rotation matrices adopted in our method are based on the Euler 

angles to describe rotations fiom one coordinate system to another. This approach 

ensures that our DRR data set is complete for any combination of rotation angles. It is 

important to note that the sequence of rotations used to define the final orientation of the 

coordinate system is, to some extent, arbitrary. The initial rotation can be taken about any 

of the three Cartesian axes. In the subsequent two rotations, the only limitation is that no 

two successive rotations can be about the same a'cis. 

The DRR calculation algorithm uses the overall transformation matrix F to 

position the CT-data in the world coordinate simulating the patient's head at a given 

orientation in world coordiates. The summing ray tracing process is applied to the CT- 
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data to create AP and LAT DRRs. DRRs can be created to simulate any desired 

orientation of the patient's head in world coordinates. 

3.1.3 Selecting the region o f  interest 

As discussed in Chapter 2, the correlation algonthm requires a search mask and a 

search image. A 64 x 64 region of interest is selected from the AP and LAT portal 

images. To obtain an accurate match, the search mask must contain a noticeable 

anatomical feature that appears in both the pond image and the corresponding DRR. The 

DRR search image is then cropped to a 256 x 256 search window centered at the selected 

anatomical feature in order to maximize the probability of a successful match. 

3.1.4 Image correlation 

When the portal search mask and the DRR search window are properly selected in 

the AP and LAT views, the image correlation algonthm is applied using the FFT 

implementation of Pearson's correlation coefficient that we described in Chapter 2. The 

search mask is compared throughout the corresponding DRR search window. As the 

search masks sweeps the search image, a correlation value is outputted for every position 

(m,n), thus forming a 2-D correlation matrix for the AP and LAT views. Two typical 

correlation matrices are displayed in Figs. 3.5 and 3.6 resulting fiom correlating the search 

mask and search image in AP and LAT views respectively. From these figures, one can 

see that the maximum correlation coefficient reveals the position (in pixels) of the best 

match between the search mask and search window. 
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20 40 60 80 100 120 140 160 180 

X-axis (pixels) 

Figure 3.5: 2 -0  correlation matrix resultingfrom corrdati~ig the AP portal 

search masù wzth the AP D M  search window. The location where the search 

mark best matches the search window is representvd by the location of the 

maximum correlation cueflcient. The intemity of each pixel represents fhe 

correlation value at that point. 
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20 40 60 80  1 0 0 1 2 0 1 4 0 1 6 0 1 8 0  
Y-axis (pixels) 

Figirre 3.6: 2-D correlation matrix resulti~~gfrom correlatitag the LA T portal 

semch mask with fhe LAT DRR sewch wiridow. ne loca1;ion where the 

search mas& best matches the s e m h  window is represented by the location of 

the maximum correlation coeffient. me intemity of each pixel represents 

h e  comelarion value al ~hat point. 
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To appreciate the response of the correlation algorithm when it correlates the 

search mask with the search window. 3-D representations of Figs. 3.5 and 3.6 are shown 

in Figs. 3.7 and 3.8 respectively. The 3-D representations clearly show that even though 

several local minima and maxima are present, the overall maximum correlation value can 

easily be determined. This particular aspect renders Pearson's correiation coefficient ided 

for image registration purposes. 

Figure 3.7: 3-0 representation o j  the correlation matrix remfting /rom 

correluting the AP portal search mask with the AP DRR search window: 

AIthough several locaf minima and maxima are t p i c d l j  observed in the 

correlation matrix, the owrall rnmimurn correlution value clemk'y stafids out 

and enables us to detect it 's position in the 2-D matrix. 
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Figure 3.8: 3-0 representation of the correlatior~ rnafrix resulring from 

correlating fhe LA T p d  search mas& wifh fhe LA T DRR search window. 

AIthough several local minima and maxima are rypicaiiy observed in the 

correlution mat* the overd maximum corrdation value clemiy stands out 

and enables us tu detect it 's position in the 2-D matrix. 
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3.1.5 Interpretation o f  maximum correlation coefncient 

Each time a portai image search mask is compared throughout a corresponding 

DRR search window, the output is a correlation matnx where each correlation value 

describes how well the portal image region of interest resembled the DRR at a given 

position (m,~~l.n). The highest correlation value is indicative of the position of the ben match 

of the portal image search mask within the DRR search image. 

3.1.5.1 Detecting translation positioning errors 

A translation positioning error is quantified by counting the number of pixels 

between the position of the expected position and the position of the highest correlation 

value dong the x, y and r axes. The expected matching position is obtained during the 

search mask selection. Theoretically, the position of the maximum correlation coefficient 

obtained after correlating the search mask with the search image should be identical to the 

location of the centre of the search mask in the reference image (in pixels). Any 

discrepancies reveai translation positioning enors. Multiplying the error in pixels by the 

pixel size of the DRR search image will give us the error in units of distance, usually in 

millimeters. However, one must consider that this translation positioning error is 

determined at the haging plane. We wish to obtain the translation positioning error 

relative to the isocentre. As illustrated in Fig. 3.9, any displacement dong the axis 

perpendicular to the imaging plane will change the projection of any displacement parallel 

to the imaging plane. This 2-D example c m  be expressed in the following relations: 
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I I 
Axis-to-detector 

i -+smFF distance 4 i 
SAD 1 

1 '  
I 
I '. 

! Linac isocentre / \, 1 - S .  ir-Tk-Y LAT imaging plane 
! , 
\ .  T.. -1 f' 

Axis-to-detector 
distance 

AP imaging plane 

Figure 3.9: Schematic illustration of the orthogonal imaging acqt~isirion set- 

up II becornes evident thut a diqhcement along Ty will #et the projectd 

rnagn~fication of the Tx displacement ami vice versa. 
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Tx' source - to - detector distance 

TY SAD + Tx 

where Tx an S are the translations incurred at the isocentre by the target along the x and y 

axes respectively, and Tx' and Ty' are the respective projections of the Tx and Ty 

displacements at the imaging plane. Mer  the image registration procedure, we obtain Tx' 

and Ty' in pixels, fiom which we can determine Îx  and Ty. However, a careful inspection 

of the Eqs. 3.9 and 3.10 reveal that no signifiant error is introduced when neglecting the 

displacement along the axis perpendicular to the imaging plane. For example, with typical 

values of SAD = 100 cm, source-to-detector distance = 140 cm, Tx' = 1 cm and Ty' = 1 

cm, we obtain a difference of 0.010 mm between the Tx and Ty values calculated with 

those calculated without correction for the displacernent along the axis perpendicular to 

the imaging plane. Therefore, one can safely assume that negligeable error is introduced 

by neglecting the magnification effects of displacements along the avis perpendicular to 

the imaging plane, thus simplifying the direct calculation of translation errors. 
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3.1.5.2 Detecting rotation positioning errors 

Rotation positioning errors can also be detected with the FFT implementation of 

Pearson's correlation coefficient. DRRs are generated for a series of different 

combinations of in-plane and out-of-plane orientations. Each DRR search window is 

correlated with the portai image search mask, outputting a 2-D correlation matrix for each 

D M  in each view. For the AP and LAT views, the maximum correlation coefficient fiom 

each 2-D correlation matrix is determined. In-plane and out-of-plane rotation positioning 

errors are revealed by comparing the actual treatment set-up angles (gantry rotation angle, 

table rotation angle and table tilt rotation angle) with the DRR rotation parameten that 

produce the correlation matrices with the maximum overall correlation coefficient in the 

AP and LAT views. 
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4.1 DRR-TO-DRR MA TCHING 

4.1.1 Translation error registration 

DRR-to-DRR matching serves as validation for Our method. The first DRR-to- 

DRR matching test steps through a series of matching tests where the search image that 

have been translated dong the x, y and r axes by known amounts are registered with a 

zero displacement reference image. A total of eight different 64 x 64 search masks, four 

in the AP view and four in the LAT view, were chosen to include four anatomical features 

from each view from zero displacement DRR reference images. To obtain an accurate 

match, the search mask must contain a noticeable anatomical feature that appears in both 

the portal image and the corresponding DRR. Figures 4.1 and 4.2 illustrate typical 
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anatocnical features, each of which was used for matching. For the AP view, they are the 

upper-left bony orbit, the sagital suture. the upper-nght bony orbit and the nasal bone, 

which are features 1, 2, 3, and 4, respectively. Similarly, for the LAT view, they are the 

right bony orbit, the petrous bone, the extemal occipital protuberance and the upper 

coronal suture, which are features 5, 6, 7 and 8 respectively. Each search mask was 

compared with 133 1 pairs of test images generated with the following parameters: TV, Ty, 

Tr = - 15 mm to +15 mm (in steps of 3 mm), AP, SI, RL = O degrees. We defined Tt, Ty 

and Tr as the tra~tsbtion error3 introduced along the x, y and r axes respectively, and AP, 

SI, RL as the rotation erron introduced around the anterior-posterior, superior-inferior 

and nght-lefi rotation axes, respectively. The test was repeated for each of the search 

masks and revealed the sensitivity of our method to variations in translations along each 

translation axis. Expenmental results are presented in Fig. 4.3. The points in the figure 

represent the mean deviation between the correct position and the one given by the 

registration algorithm during DRR-to-DRR matching for each of the eight features. The 

error bars show the standard deviation obtained with the data set for each feature. As 

show in Fig. 4.3, for DRR-to-DRR translation registration, the image registration process 

is capable of deterrnining the rrunsia~io~~ deviations to well within 0.8 mm of the correct 

value with an average of 0.58 mm and a mean radial registration error of 0.97 mm. 
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Figure 4.1: AP DRR illustratirtg the fmr search masks selrcted /or DRR-to- 

DRR image regrgrstratimt. 
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Figicre 1.2: LQ T DRR illustrating îhe Jotw search masks sekcted for DRR-ro- 

DRR image regstration. 
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Feature 1 Feature 2 Feature 3 Feature 4 

O Feature 5 0 Feature 6 A Feature 7 V Featilre 8 
'i 1 I 

Tz (AP) Tz (LAT) 

Figure 4.3: Results of DM-to-DRR translation registration tests. Plotted 

are the mean and standard deviations between the octical posirions and the 

ones given by the registratio~~ algorithm dunng regrstration along the Tx, Ty 

and Tz trmtsIation compnents. Each point is the result of the registration of 

a zero disp/acement D R .  and 1331 rundomly gcnerated DRRs not excrecling 

15 mm jkm the actuai position. 
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41.2 Combined rotation and translation error registration 

Although al1 eight features may provide relatively accurate results for iratislatiori 

matching, they do not al1 allow Our algonthm to discriminate between combined rotafions 

and tra~isIafions or even between the different rotation axes. The same eight search masks 

used for tra~~slation matching were then compared with 15 AP and LAT test images 

generated at: AP, SI, RL = -4.5" to 4.5" in steps of 1.5" at 15 arbitrary Tx. Ty and TT- 

values. Only features 2, 5 and 6 allowed discrimination between rotations. Figure 4.4 

shows the mean differences between the correct translation and rotation parameters, and 

those provided by our registration algonthm using the feature pairs 2 and 5, and 2 and 6. 

Figure 4.4 allows a comparison of the alignrnent errors obtained with each feature pairs, 

fiom which we can conclude that features 2 and 6 are better suited for detemiinhg 

transIation aiignment errors while features 2 and 5 are be better suited for determining 

roratio~i alignrnent errors. A direct comparison of the mean differences between the 

correct roiatioti alignment and the one provided by the registration algorithm using 

features 2, 5 and 6 is presented in Fig. 4.5, and reveals that feature 5 proves to be more 

accurate for detecting in-plane and out-of-plane rotalions. However, feature 6 proved to 

be better for transla~ion registration (see Fig. 4.3). In-plane and out-of-plane rotation 

erron are detected with an average accuracy of 0.79'. 

To quantitatively compare these results and to determine which pairs of features is 

better for overall position verification, we introduced a method that enables us to directly 

compare the eEects of combined rotations and ~ansIations. For this purpose, 4000 points 

were randomly selected throughout a simulated spherical tumor volume with a 2 cm 

radius. The points were then subjected to the same rotations and iransiations of the best 

matching DRRs given by the image registration results using the features pairs. Since the 
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actual orientation of the DRR is known, the radial distance r between the correct position 

of each point and the position of each point in the tumor at the orientation given by the 

registration algonthm can be determined. Smaller radial transfation errors are obtained 

with feature 2 and 6 than with Features 2 and 5 (r = 1 -64 mm versus r = 1 .88 mm). 

. . 

. . 

... 

C I L  

. . .  

I 

1 I 1 I I 

. . .  

Features 2 and 6 

. . . . . . .  

I I L  I I 

Translation / Rotation axes 

Figure 4.4: Resuits of DRR-to-DRR trar islation and rotation registratiot~ 

tests. Plotted are the mean and star~dcird deviations benveen the actual 

aligr~meent and the one given by the regrstration aigorithm dwittg registrafiorn 

dong the Tx, Ty and Tr transiution axes and AP, SI and RL rotation axes. 

Each point is the reeslt of the registratzon of a zero displacement D M  and 

343 randomly generated DRRs not exceeding f 15 mm for transhtion and 2 

4.9 for rotutionsfrorn the actual îtiignment. 
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AP 
rotation 
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SI 
rotation 
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RL 
rotation 
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Feature 2 
Feature 5 

1 1 Feature 6 1 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 

Mean rotation registration error (degrees) 

Figure 4.5: Resulrs of DM-to-DRR trmislatitm and rotation registration 

tests. PPIorred are the mean dfferences a d  stotiaktrd devia~ions beiween the 

correct rotation alig>tme~tt and the roiation aligrtrnetir givrn by the 

regrstration algorithm i d t g  jeaticres 2, 5 and 6 cilottg the AP, SI and RL 

rotatzon axes. 
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4.1.3 Correlation coefkien t behavior 

Figures 4.6 and 4.7 show the typical behavior of the maximum correlation 

coefficient as a function of translation displacements along the imaging plane for features 2 

and 6. The overall maximum correlation coefficient of unity is, as expected, obtained 

when the search image is identical to the reference image. As the CT-volume is displaced, 

the search image's isocentre is displaced accordingly and the new DRR image is slightly 

changed because of the beam divergence. As expected, the maximum correlation 

coefficient does drop slightly. In general, we noticed that the drop in the maximum 

correlation coefficient is more pronounced for displacements along the z-axis, probably 

caused by the gap between slices dunng the acquisition of the CT-volume. 

To analyze the effect of rnagnification on the maximum correlation coefficient, the 

behavior of the maximum correlation coefficient was monitored for different 

displacements along the axis perpendicular to the imaging plane. Figures 4.8, 4.9, 4.10 

and 4.1 1 illustrate rnagnification effects for features 2 and 6 in the AP and LAT views 

respectively using magnification factors of 0.85, 1 .O and 1.15. As expected, the maximum 

correlation coefficient does drop siightly when magnification is introduced in the search 

image. 

Even though changes in beam divergence and magnification affect the maximum 

correlation value, we expect our rnethod to be able to discriminate between translation and 

rotation alignrnent errors. 
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Figure 4.6: Mmrimum correlation coeflciem as a fi~nctio~l of trnnsfations 

aiong the x and 2 stereotactic mes jor frar~re 2 (AP view). 

Figure 4.7: Mmimum correlation coefjient as a function of translaions 

along the y and z mes for feature 6 (LA T view). 
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I W O  

Duphccmcni dong S& (mm) - AP view 

Figure 4.8: Mmimtïm correlation coement  as a fiïttction of in-plma 

displacements dong the x-uxis rneasured ut dlfferent displacements along the 

y u r i s  (perpendicdar to the imnging plme) for featirre 2 in the AP view. 

Figure 4.9: Màximtm correlation cwf/icient as a frmction of in-plane 

diqlacements alo~ig the r-aris meanrred at dflereent di.pfacernents ualor~g the 

y-mis (perpendicukar to the imagingpkme) for feature 2 in the AP view. 
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Displacement dong Y .au (mm J - LAT v icw 

Figwe 4.10: Mmimtm correlation cotfficie~it ar a jmctiori of ir~-planr 

displacements along the y-mis meamred nt clvferel~t dispiucernerrts olorig the 

x-cais (perpendicolar to the imagingplone)/or femlrrr 6 in the LA T view. 

Duplacement dong Z-urta imm J - LAT viaw 

Figure 4.11: Mmir im correlation cor#cient as a fi~nctiort of in-piae 

displacements along the r a i s  m e m r e d  ut different displacements aloi>g the 

xaxis @erpendiculor to the imaging plane) for feutzm 6 in the LA T vjew. 
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4.2 PORTAL- TO-DRR MA TCHING 

4.2.1 Translatioo error registration 

Portal-to-DRR matching serves as a feasibility test for our rnethod in clinical 

conditions. Three portal images of the head phantom were acquired and digitized. 

Because they were deemed best for rnatching in Sec 4 . 1  two search masks, containino 

features 2 and 6, were selected from each AP and LAT portal image. The ponal image 

search masks were compared with a series of DRRs generated at 375 random Tx, 7y and 

Tz displacements between -15 mm and 4 5  mm in steps of 5 mm aiong each mis. The 

maximum correlation ailowed us to determine the accuracy with which the ponal-to-DRR 

matching process is able to determine the translatiom given to the DRR. This is repeated 

for a series of 375 DRR displacements in the AP and LAT views and results are presented 

in Fig. 4.12. For translations only, the mean translation registration error is 1.22 mm, and 

the mean radiai registration error is 2.14 mm. 

4.2.2 Combined rotation and translation error registration 

To venQ the accuracy of the method for determining total errors combining 

rradations with in-plane and out-of plane relation errors in the pond image, DRRs were 

created at different combinations of in-plane and out-of-plane rotations at 15 random Tx. 

?"y and Tz isocentre position. The same portal image search masks from the previous 

section were compared with the pre-calculated megavoltage DRR database. The 

foliowing rotatiot~ parameters were used to generate the pair of orthogonal AP and LAT 

DRRs: AP, SI and RL = -4.5" to 4.5" in steps of 1.5". Figure 4.13 shows the mean 

differences between the expected transfatio~i and rotation alignment parameters and those 

provided by our registration algorithm using features 2 and 6. In-plane and out-of-plane 

rotation errors are detected with an average accuracy of 1.3 1". 
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Tz (LAT) 

Alignment error (mm) 

Figure 4 12: Resitlts of portal-to-DRR trarisfation registratim tests. Piotted 

are the rnmimirm. meart mid median aligrimr~it errors brtweett the correct 

aiignment and the afignment grveil by the regisrntion algorithm with 3 pairs 

of orthogonal portal images ond 3 75 DRR pairs simiiîated ot m d o m  Tx, Ty 

and Tz isocentre positions within f 15 mm of the correct position. The error 

bars represent the standard devia tion. 
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Using the sarne 2 cm radius spherical tumor simulations, described in Sec. 5 .1 ,  we 

evaluated the total radial displacement for the ponal-to-DRR registration data set. Results 

are presented in Fig. 4.13. For portal-to-DRR registration, the mean radial registration 

error, which included trmsiatiori and rotation errors, is 2.74 mm. 

Aiignment error (mm, ") 

Figure 4.13: Resuits of portai-to-DRR transiatio~i orid rotatior~ registratio~r 

tests. Phtted are the maximz~m, mean und median alignmrnt errors betwren 

the cmect aiignment and the aiignmeni giwn by the rrgsItati011 algorirhm 

with 3 pairs of orthogonal portal images and I S  DRR pairs simttiated at 

random Tx, Ty and Tz within 2 15 mm of the correct posiziori. The error bars 

represent the st&d deviation 
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5.1 SUMMARY 

We developed an automatic, anatomy-based, image registration method for 

detecting translation, in-plane and out-of-plane rotation errors using a correlation-based 

approach. The advantages of this technique is that it requires no user-delineation of 

anatomical features, it is robust for cases where the images have undergone intensity 

changes, it does not require identification or delineation of fiducial landmarks and requires 

no user-intervention other than image acquisition and processing. 
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As Hnstov and Fallone descnbe, the normalized correlation coefficient is invariant 

under scaling of the image intensities, but Pearson's correlation coefficient is invariant 

under scahg and shifting of image intensities.' lnsensitivity to image variations is an 

important factor because detector response and dose delivery can Vary significantly from 

one treatment to another. Pearson's correlation coefficient is robust when encountenng 

in-phantom scatter in portal images.' No anatomy delineation, edge enhancements or 

point pair matching is required in the search mask or search image when using a 

correlation approach. This eliminates most of the user error and inter-user variability 

encountered in many other anatomy-based, image registration methods. 

The aigorithm was very efficient for determininç any translation errors (typically 7 

seconds per view on our system). For DRR-to-DRR registration, the mean translation 

registration error is 0.58 mm. For translations only, the mean radial registration error is 

0.97 mm. In-plane and out-of-plane rotation errors are detected with an average accuracy 

of 0.79". For DRR-to-DRR registration, which include both rotational and translational 

errors, the mean radial registration error is 1.55 mm. 

For pond-to-DRR registration, the mean translation registration error is 1.22 mm. 

For translations only, the mean radial registration error is 2.14 mm, which is comparable 

to the level of accuracy obtained with 3-D methods that involve manual intervention," 

inconsistent anatomy e~traction,~ or diagnostic images.'" In-plane and out-of-plane 

rotation errors are detected with an average accuracy of 1.3 1". For portal-to-DRR 

registration, which include both rotational and translational errors, the mean radial 
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registration error is 2.74 mm. In its present form, the correlation algorithm reguires 7 

seconds per angle combination per view with pre-calculated DRRs, thus requiring 

approxknately 90 minutes for one clinical case. 

The performance of the algonthm depends on the ability of the operator to select a 

valid anatomical feature. This is especially true for portal-to-DRR matching considering 

the quaiity of the ponal images. The portal-to-DRR experimental results are higher than 

what we obtained during DRR-to-DEUX trials, which was expected because of the poor 

quality of ponal images. The surgical collimator, the head fixation device and stereotactic 

fiame increase the level of scatter in the image and leads to cenain artifacts than cm affect 

the quaiity of the registration. Portal image quality could be improved by employing 

improved electronic portal images or better pond films, such as the Kodak ECL ponal 

film. Better quality portal images would also produce more accurate results during image 

registration. 

Studies with portal films show that the standard deviation in treatment-to- 

treatment variation in patient set-up position is 3 m.' This deviation does not vary 

significantly for different treatment sites. However, for brain, the average discrepancy 

between portal and sllnulator films is 5 mm. Although imrnobilization devices, such as 

stereotaaic frarnes, reduce treatment set-up positioning errors, a stereotactic radiosurgery 

report reveals that the total uncertainty in treatment delivery and target localkation is from 

2.4 mm to 3.7 mm? The accuracy of our 3-D anatorny-based automatic image 

registration method lies withh these values. Although our method was not tested for the 
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pelvic region, it could easily be implemented since it uses constant size search masks, 

which makes it independent of field sites. 

5.2 FUTURE WORK 

A potential improvement to the technique would be to incorporate a minimization 

algorithm that maxirnizes the correlation value during registration to ensure convergence 

of the correlation peek d u h g  in-plane and out-of-plane rotation registration. This would 

reduce the number of iterations involved, thus reducing the computing time. In addition, it 

would improve the accuracy of the system for rotation registration. Presently, DRRs are 

generated at pre-determined intervals of in-plane and out-o'plane rotations, thus probably 

missing the actual overall maximum correlation coefficient. The algorithm may be 

detecting local maxima that may be significantly difEerent fiom the actual orientation of 

the portal image. A minimization algorithm would assure convergence to the overall 

maximum correlation coefficient. Fast Annealing and Genetic ~ l ~ o n t h r n s ~  search 

thoroughly for the overall maximum in order to guarantee convergence, but the amount of 

iterations involved render these aIgorithrns impractical.'" Numerous authors describe 

implementations Brent's methodl and Powell's multidimensional direction set method6 for 

assuring convergence of image registration cost-functions. Implementing such algonthms 

during rotationai registration would maximize the convergence and reduce the number of 

the-consurning portal-to-DRR registrations involved. 
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In addition to a minimization algorithrn, we propose incorporating the histogram- 

shifhg algorithm (HS) developed at Our institution." This particu!ar algorithrn is based 

on local histogram modification resulting in the detection mdhr enhancement of edges 

within the image while minimizing the artifact creation and noise amplification 

encountered in most edge enhancement algonthms. In addition, the HS algorithm requires 

only a few lines of computer code. which makes it very simple to implement on any 

computer platform and enables a fast mean for enhancing edges. Perfomùng an edge 

enhancement of our portal images and DRRs would improve the accuracy and speed of 

the rotation registration. Preliminary tests, illustrated in Fig. 5.1, reveal that during image 

registration, the full width half maximum (FWHM) of our cost function is reduced when 

we enhance the edges of a portal reference image and the corresponding pond test image, 

which contains both translational and rotationai errors. A smaller FWHM is desirable 

when using a minimization algorithm because it will converge faster to the overall 

maximum correlation coefficient, thus making rotation registration faster and more 

accurate, since the peak of the cost-function will be sharper and easily detected. 

We suggest an anaiysis of our method when using non-orthogonal portal images. 

Our method, in its present form is theoretically capable of fùnctioning even with non- 

orthogonal portal images. For the simple example illustrated in Fig. 5.2 we have two non- 

orthogonal ponal images. Dunng registration, the algorithrn should be capable of 

determinhg the rotation angle 8, which corresponds to the gantry angle used to acquire 

the oblique image, if we allow it to iterate up to that angle value. Once the gantty angle 
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-6 -4 -2 O 2 4 6 

Deviation from correct alignment ( O )  

Figure 5.1 : Mmimum correlatior~ coefficient as n frcliction of rotatiotal 

alignmerzt deviations introduced in the test image ~csitg images with arrd 

w i t h ~  enhanced edges. We selected the histogram edge 

detectiodenhancement algorith for our purposes. FWILM of the cost 

function is clearly wider when no edge enhancement ispe@ormed 
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AP image Oblique image 

- 

Figure 5.2: Graphical example of the implications of irsing non-orrhogonal 

images. 

used to acquire the oblique image is known, any translational positioning error detected 

within this image can be determined and decomposed into corresponding x, y and z 

positioning values using simple geornetry. The 7'2 translational error is determined directly 

and the Tx and Ty decompositions of the vector r are 

Tx = rcos0 

Ty = r sin i3 

where Tx, Ty and Tz are the translational positioning errors dong the x, y and s axes of a 

reference coordinate system. 

An investigation of an non-orthogonal portal film approach should provide 

experimental results that test the accuracy of such an approach for detennining 

80 
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translations, in-plane rotations and out-of-plane rotations. Because of the difficulty 

involved in obtained perfectly orthogonal portal films, a non-orthogonal film method 

would d o w  more Bexibility dunng image acquisition. 

hother approach to single film portal-to-DRR registration is to use the behwior 

of the cost-function as a tool for detecting changes in the magnification of the DRR. In an 

ideal situation, where the search image is identical to the reference image, the overall 

maximum correlation coefficient will be obtained when the magnification factors of both 

images are identical. Since the position of the detector is usually well known, differences 

in magnification can enable the user to detemine translational errors dong the plane 

perpendicular to the imaging plane by simply generating DRRs with varying source-to-axis 

distances until the overall maximum correlation value is found. However, this approach 

would require that the position of the ponal detector from the source be known with great 

accuracy, that the DRRs be generated with high details and that the cost-fùnction peak be 

very well defined. Once again, the HS edge detectiodenhancement algorithm would 

prove to be ideal for such a task. Implementing a minimization algorithm with this 

technique would reduce the number of iterations involved and assure convergence of the 

cost hnction at the overall maximum correlation coefficient. 

Finally dthough our technique was thoroughly tested for the head region only, it is 

as effective for other typical treatment regions. As a preliminas, investigation, we 

registered a ponal image of a pelvic region and matched it with a version of the same 

region that contallied translations, in-plane rotations and both translations and in-plane 
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rotations aiignment errors. Frorn the 20 matching tests performed, the algorithm was able 

to determine al1 the errors introduced in the test image. No deviations tiom the correct 

alignments were observed during registration. We sugges! a thorough investigation of the 

feasibility of our method for registering images from various regions of the body and 

determinhg translations, in-plane rotations and out-of-plane rotation aiignment errors. 
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Figure 2.1: The search mask is compared for every position m and n within the search 

window. As the search mask sweeps through the sarch image, a correlation is cdculated, 

representing the degree of sirnilarity between the search mask at the search image at the 

position (m,n). 

Figure 3.1: Schematic illustration of the various steps involved in our 3-D automatic 

image registration method. 

Figure 3.2: With the localizer box in place, the beam's central position may be deterrnined 

in stereotactic coordinates using the fiducial markers appearing on each film. Two films 

are required to localize the bearn in three-dimensions. 

Figure 3.3: A CT data set can be visualized as an ensemble of individual voxels. The 

opacity of each voxel determines its intensity contribution to the DRR corresponding 

pixel. 
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Figure 3.4: In order to compare the data from two different coordinate systems, a 

common coordinate system must be determined. Using a volume transformation matrix 

(VTM), it is possible to transfocm our CT-data from the CT-coordinate system to the 

world coordinate system. 

Figure 3.5: 2-D correlation matnx resulting from correlating the AP portal search mask 

with the AP DRR search window. The location where the search mask best matches the 

search window is represented by the location of the maximum correlation coefficient. The 

intensity of each pixel represents the correlation value at that point. 

Figure 3.6: 2-D correlation matnx resulting from correlating the LAT ponal search mask 

with the LAT DRR search window. The location where the search mask best matches the 

search window is represented by the location of the maximum correlation coefficient. The 

intensity of each pixel represents the correlation value at that point. 

Figure 3.7: 3-D representation of the correlation matnx resulting from correlating the AP 

portal search mask with the AP DRR search window. Although several local minima and 

maxima are typically observed in the correlation matrix, the overall maximum correlation 

value clearly stands out and enables us it's position in the 2-D matrk. 
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Figure 3.8: 3-D representation of the correlation m&x resulting from correlating the 

LAT portal search mask with the LAT DRR search window. Although several local 

minima and maxima are typically observed in the correlation matrix, the overall maximum 

correlation valus clearly stands out and enables us it's position in the 2-D rnatrix. 

Figure 3.9: Schematic illustration of the orthogonal imaging acquisition set-up. It 

becomes evident that a displacement along Ty will affect the projected magnification of 

the Tx displacement and vice versa. 

Figure 4.1: AP DRR illustrating the four search masks selected for DRR-to-DRR image 

registration. 

Figure 4.2: LAT DRR illustrating the four search masks selected for DRR-to-DRR image 

registration. 

Figure 4.3: Results of DRR-to-DRR translation tests. Plotted are the mean and standard 

deviations between the actual positions and the ones given by the registration algorithm 

during registration along the Tx, Ty and Tz translation cornponents. Each point is the 

result of the registration of a zero displacement DRR and 133 1 randomly generated DRRs 

not exceeding f 15 mm from the aaual position. 
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Figure 4.4: Results of DRR-to-DRR translation and rotation registration tests. Plotted 

are the mean and standard deviations between the actual alignment and the one given by 

the registration algorithm during registration along the Tx, I y  and Tz translation axes and 

AP, SI and RL rotation axes. Each point is the result of the registration of a zero 

dispiacement DRR and 343 randornly generated DRRs not êxceeding f 15 mm for 

translation and k 4.5" for rotations from the actual alignment. 

Figure 4.5: Results of DRR-to-DRR translation and rotation registration tests. Plotted 

are the mean differences and standard deviations between the correct rotation alignment 

and the rotation alignment given by the registration algorithm using features 2, 5 and 6 

along the AP, SI and RL rotation axes. 

Figure 4.6: Maximum correlation coefficient as a tùnction of translations along the X and 

Z stereotactic axes for feature 2 (AP view). 

Figure 4.7: Maximum correlation coefficient as a function of translations along the Y and 

Z axes for feature 6 (LAT view). 

Figure 4.8: Maximum correlation coefficient as a function of in-plane displacements along 

the X-axis measured at dEerent displacements dong the Y-axis (perpendicular to the 

imaging plane) for feature 2 in the AP view. 
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Figure 4.9: Maximum correlation coefficient as a function of in-plane displacements along 

the 2-axis measured at dflerent displacements along the Y-axis (perpendicular to the 

imaging plane) for feature 2 in the Al? view. 

Figure 4.10: Maximum correlation coefficient as a function of in-plane displacements 

along the Y-axis measured at dEerent displacements along the X-axis (perpendicular to 

the imaging plane) for feature 6 in the LAT view. 

Figure 4.11: Maximum correlation coefficient as a function of in-plane displacements 

along the 2-axis measured at different displacements dong the X-axis (perpendicular to 

the imaging plane) for feature 6 in the LAT view. 

Figure 4.12: Results of portal-to-DRR translation registration teas. Ploned are the 

maximum, mean and median alignment errors between the correct alignment and the 

alignment given by the registration algorithm with 3 pairs of orthogonal portal images and 

375 DRR pairs simulated at random Tx, TV and TI isocentre positions within k 15 mm of 

the correct position. The error bars represent the standard deviation. 

Figure 4.13: Rcmlts of portal-to-DRR translation and rotation registration tests. Plotted 

are the maximum, mean and median alignment errors between the correct aiignment and 

the aiignment given by the registration algorithm with 3 pairs of orthogonal portal images 

and 15 D R .  pairs simulated at random Tx, Ty and Tz within t 15 mm of the correct 

position. The rrror bars represent the standard deviation. 
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Figure 5.1: Maximum correlation coefficient as a function of rotational alignment 

deviations introduced in the test image using images with and without enhanced edges. 

We selected the histogram edge detection/enhancement algorithm for Our purposes. The 

FWHM of the cost hnction is cieariy wider when no edge enhancement is performed. 

Figure 5.2: Graphical example of the implications of using non-orthogonal images. 




